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Abstract

We define Lorentz-Zygmund spaces, generalized Lorentz-Zygmund spaces, slowly
varying functions, and Lorentz-Karamata spaces. To get an interpolation charac-
terization of Lorentz-Karamata spaces, we examine the K- and the J-method of real
interpolation with function parameters in quasi-Banach spaces. In particular, we
study the Kalugina class BK and prove the Equivalence Theorem and the Reitera-
tion Theorem with function parameters.

Finally, we define the ∆ and Σ method of extrapolation and achieve an extrap-
olation characterization that allows us, in particular, to characterize generalized
Lorentz-Zygmund spaces by Lorentz spaces.
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Introduction

For 0 < p, q ≤ ∞, α ∈ R, and Ω ⊆ Rn with finite Lebesgue measure, the Lorentz-
Zygmund space Lp,q(log)α(Ω) is the space of all complex-valued functions f on Ω
such that

‖f |Lp,q(log L)α(Ω)‖ =
(∫ ∞

0

{
t

1
p (1 + |log t|)αf∗(t)

}q dt

t

) 1
q

< ∞.

Here f∗ denotes the non-increasing rearrangement of f.
In [4] an extrapolation characterization of these spaces is developed. This extrapo-

lation has been introduced before in [18] in a very general context. It says, for α < 0

and
1

pµj
:= 1

p + 2−j , that

( ∞∑
j=j0

2jαp ‖f |Lpµj ,q(Ω)‖p

)1/p

is an equivalent quasi-norm in Lp,q(log)α(Ω). A similar method can be used for the
case α > 0. Such, we can transfer properties of Lorentz spaces to Lorentz-Zygmund
spaces.

This is proved by characterizing both the spaces Lpµj ,q(Ω) and Lp,q(log)α(Ω) by
interpolation of the same (ordered) couple of spaces

(
L∞(Ω), Lr(Ω)

)
. To this end one

has to apply a more general interpolation method than classical real interpolation
that works with function parameters.

In this thesis, we generalize the above extrapolation characterisation by replacing
(1 + |log t|)α by

N∏
i=1

li(t)αi ,

where l1(t) = 1 + |log t| and li(t) = 1 +
∣∣log

(
li−1(t)

)∣∣ for i = 2, 3, . . . .
In [7], the resulting spaces have been called generalized Lorentz-Zygmund spaces.
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The thesis is organized as follows. In the first chapter we describe some basic facts
that we will need. Moreover, we define the so called Lorentz-Karamata spaces as the
space of all functions f on Ω with

‖f |Lp,q;b(Ω)‖ =
(∫ ∞

0

{
t

1
p b(t)f∗(t)

}q dt

t

) 1
q

< ∞.

The appearing function b is a slowly varying function (See Definition 1.4.1). For
example, the above mentioned product of iterated logarithms is slowly varying.
So, Lorentz-Karamata spaces are a further generalization of generalized Lorentz-
Zygmund spaces.

In the second chapter we treat interpolation with a function parameter. There, we
first introduce the Kalugina class BK of admissible parameter functions and prove
some basic properties of this interpolation method such as the Equivalence Theorem,
the Reiteration Theorem and the Interpolation Theorem. We follow mainly [13], but
consider the case of quasi-Banach spaces and use functions that are merely equivalent
to a function in BK. So, we can also use slowly varying functions as parameter
functions and characterize Lorentz-Karamata spaces as interpolation spaces.

In the third chapter, following [4] and [18], we examine the ∆ and Σ method
of extrapolation. Firstly, we extrapolate abstract interpolation spaces. There we
generalize the results of [4] to get

Aθ,α1,...,αN−1,αN ,q ∼
( ∞∑

j=1

2−jαN q‖a|Aθ,α1,...,αN−1+2−j ,q‖q

) 1
q

,

where Aθ,α1,...,αN−1,αN ,q denote the interpolation spaces that use the above mentioned
product of iterated logarithms as function parameters. By induction, we get a char-
acterization of Aθ,α1,...,αN−1,αN ,q by means of classical real interpolation spaces. Then
we apply this theory to concrete function spaces and get an extrapolation character-
ization of generalized Lorentz-Zygmund spaces based on Lorentz spaces.
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1 Preliminaries

1.1 Notations

As usual, we denote by N, R, and C the natural, real, and complex numbers.
For two positive functions f and g, defined on (0,∞), we write f . g if there is

a constant c > 0 such that f(t) ≤ cg(t) for all t ∈ (0,∞). Analogously, we define
f & g. If f . g and f & g, we say that f and g are equivalent and write f ∼ g.
Sometimes we will write f(t) instead of f even if we refer to the function and not to
the value of f at the point t. We will do that for the sake of clarity, especially if f

is given as a product or a composition of some functions.
By log t we denote the logarithm to the basis 2 of t and by ln t the natural logarithm

of t.
For a measurable set A ⊆ Rd we denote by |A| its d-dimensional Lebesgue measure.

For a given set A we choose d as small as possible, for example, if A is an interval of
real numbers, |A| denotes the one-dimensional Lebesgue measure.

Mostly, we will denote positive constants by c. This c can be different from line
to line.

If an assertion holds for all 0 < q ≤ ∞, we will write down the proof only for
q < ∞ if the proof for q = ∞ follows by the same arguments or is very simple.

1.2 Quasi-Banach spaces

Definition 1.2.1. Let A be a complex vector space. A functional ‖·|A‖ : A → [0,∞)
is called a quasi-norm, if

(i) ‖a|A‖ = 0 iff a = 0,

(ii) ‖λa|A‖ = |λ|‖a|A‖ for all λ ∈ C and a ∈ A, and

(iii) there is a constant c ≥ 1 such that ‖a+b|A‖ ≤ c
(
‖a|A‖+‖b|A‖

)
for all a, b ∈ A.

‖·|A‖ is also called a c-norm and (iii) the c-triangle inequality. If (iii) holds with
c = 1 then ‖·|A‖ is called a norm.
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Definition 1.2.2. A quasi-normed space A is called complete if every Cauchy se-
quence converges to an element of A. Then, A is called quasi-Banach space. If A is
normed, it is called Banach space.

Remark 1.2.1. Let A and B be quasi-normed spaces. We say that A is continuously
embedded in B and write A ↪→ B, if A ⊆ B and there is a positive constant c such
that ‖a|B‖ ≤ c‖a|A‖ for all a ∈ A.

If A ↪→ B and B ↪→ A, we say that the quasi-norms in A and B are equivalent
and write ‖·|A‖ ∼ ‖·|B‖ or ‖a|A‖ ∼ ‖a|B‖.

We write A = B if the spaces are equal as sets and the quasi-norms are equivalent.

The following definition of the Lebesgue spaces is taken from [12, p. 1].

Example 1.2.1. Let Ω ⊆ Rn. For all 0 < p < ∞, the space Lp(Ω) is defined as the
set of all complex-valued measurable functions on Ω such that∫

Ω
|f(x)|p dx < ∞.

The space L∞(Ω) consists of all measurable functions on Ω such that for some B > 0
the set

{x ∈ Ω: |f(x)| > B}

has measure zero. We consider two functions equal if they are equal almost every-
where.

We put

‖f |Lp(Ω)‖ =
(∫

Ω
|f(x)|p dx

) 1
p

,

if 0 < p < ∞ and

‖f |L∞(Ω)‖ = inf
{
B > 0:

∣∣{x ∈ Ω: |f(x)| > B}
∣∣ = 0

}
.

If 1 ≤ p ≤ ∞, Minkowski’s inequality

‖f + g|Lp(Ω)‖ ≤ ‖f |Lp(Ω)‖+ ‖g|Lp(Ω)‖

holds and Lp(Ω) is a normed space. For 0 < p < 1 Minkowski’s inequality does not
hold, in fact, for f, g ≥ 0, it is reversed (see [15]).

But, for 0 < p < 1 we have

‖f + g|Lp(Ω)‖ ≤ 2
1−p

p
(
‖f |Lp(Ω)‖+ ‖g|Lp(Ω)‖

)
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and so, Lp(Ω) is quasi-normed. For all 0 < p ≤ ∞ one can show that Lp(Ω) is
complete.

Lemma 1.2.1. Let ‖·|A‖ be a c-norm and let γ be defined by (2c)γ = 2. Then there
is a norm ‖·|A‖∗ such that

‖a|A‖∗ ≤ ‖a|A‖γ ≤ 2‖a|A‖∗

for all a ∈ A.

Proof. A proof can be found in [3, pp. 59-60].

Lemma 1.2.2. Let A be a c-normed space and let (2c)γ = 2. Then A is complete if
and only if ( ∞∑

j=0

‖aj |A‖γ

) 1
γ

< ∞

implies that
∞∑

j=0
aj converges in A to an element a ∈ A and

∥∥∥∥ ∞∑
j=0

aj

∣∣∣∣A∥∥∥∥ ≤ ( ∞∑
j=0

‖aj |A‖γ

) 1
γ

.

Proof. From Lemma 1.2.1 follows

∥∥∥ m∑
j=n

aj

∣∣∣A∥∥∥γ
≤ 2
∥∥∥ m∑

j=n

aj

∣∣∣A∥∥∥∗ ≤ 2
m∑

j=n

‖aj |A‖∗ ≤ 2
m∑

j=n

‖aj |A‖γ .

Therefore
n∑

j=1
aj is a Cauchy sequence and, because of the completeness of A, con-

vergent in A.

1.3 Non-increasing rearrangement and Lorentz spaces

Definition 1.3.1. Let Ω ⊆ Rn and f be a measurable function on Ω. The function
df : [0,∞) → [0,∞] is defined by

df (t) =
∣∣{x ∈ Ω: |f(x)| > t}

∣∣.
We call df distribution function of f .
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The following lemma is taken from [12, p. 4]. It shows that the distribution
function contains all information about f that determines its Lp quasi-norm.

Lemma 1.3.1. For f ∈ Lp(Ω), 0 < p < ∞, we have

‖f |Lp(Ω)‖p = p

∫ ∞

0
tp−1df (t) dt.

Proof. We have

p

∫ ∞

0
tp−1df (t) dt = p

∫ ∞

0
tp−1

∫
Ω

χ{x : |f(x)|>t}(y) dy dt

=
∫

Ω

∫ |f(y)|

0
ptp−1 dt dy

=
∫

Ω
|f(y)|p dy.

For a measurable function f we now want to construct a function f∗ that has the
same distribution function as f (f and f∗ then are equidistributed).

Definition 1.3.2. Let f be a complex-valued function on Ω. We define the function
f∗ : [0,∞) → [0,∞] by

f∗(t) = inf
{
s > 0: df (s) ≤ t

}
,

where inf ∅ = ∞. The function f∗ is called non-increasing rearrangement of f .

Lemma 1.3.2. Let f be a measurable function on Ω. Then

(i) df (0) = |supp f |,

(ii) f∗ is non-increasing and right continuous,

(iii) if |Ω| < ∞, then f∗ is supported in [0, |Ω|],

(iv) df = df∗ ,

(v) if 0 < p < ∞, then ‖f |Lp(Ω)‖ =
(∫ ∞

0
f∗(t)p dt

) 1
p

,

(vi) ‖f |L∞(Ω)‖ = f∗(0),

(vii) if f∗(t) < ∞, then df

(
f∗(t)

)
≤ t.
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Proof. (i), (ii),(iii), and (vi) are immediate consequences from the definitions. For a
proof of (iv) and (vii), see [12, p. 48]. (v) follows from Lemma 1.3.1 and (iv).

With the help of the non-increasing rearrangement we can define the Lorentz
spaces.

Definition 1.3.3. Let 0 < p, q ≤ ∞ and f be a measurable function on Ω. If
0 < q < ∞, we put

‖f |Lp,q(Ω)‖ =
(∫ ∞

0

{
t

1
p f∗(t)

}q dt

t

) 1
q

and if q = ∞ we put
‖f |Lp,∞(Ω)‖ = sup

t>0
t

1
p f∗(t).

The Lorentz space Lp,q(Ω) is the set of all f with ‖f |Lp,q(Ω)‖ < ∞. Again, functions
that are equal almost everywhere are considered equal.

Remark 1.3.1. For 0 < p ≤ ∞ we have that Lp,p(Ω) = Lp(Ω). This follows from
Lemma 1.3.2 (iv). If 0 < q < ∞, then the space L∞,q(Ω) consists only of the zero
function.

The functional ‖f |Lp,q(Ω)‖ does not satisfy the triangle inequality, but the c-
triangle inequality with c = 2

1
p max

{
1, 2

1−q
q
}
. What is more, Lp,q(Ω) is a quasi-

Banach space for all 0 < p, q ≤ ∞. For a proof, see [12, p. 50].

Remark 1.3.2. If 1 < p < ∞ and 1 ≤ q < ∞, then Lp,q(Ω) can be equipped with
a norm. Put

f∗∗(t) =
1
t

∫ t

0
f∗(s) ds

for all t > 0 and

‖f |Lp,q(Ω)‖′ =
(∫ ∞

0

{
t

1
p f∗∗(t)

}q dt

t

) 1
q

.

Then ‖·|Lp,q(Ω)‖′ is a norm and it is equivalent to ‖·|Lp,q(Ω)‖. See [3, p. 16].

For the following lemma, see [2, p. 217].

Lemma 1.3.3. (i) Let 0 < p ≤ ∞ and 0 < q1 < q2 ≤ ∞. Then

Lp,q1(Ω) ↪→ Lp,q2(Ω).
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(ii) Suppose |Ω| < ∞ and let 0 < p1 < p2 ≤ ∞ and 0 < q1, q2 ≤ ∞. Then

Lp2,q2(Ω) ↪→ Lp1,q1(Ω).

Now we generalize the Lorentz spaces by adding a logarithmic term. See [1, pp.
21-22,29].

Definition 1.3.4. Let Ω ⊆ Rn. Let 0 < p, q ≤ ∞ and α ∈ R. Then the Lorentz-
Zygmund space Lp,q(log L)α(Ω) consists of all measurable functions f on Ω for which

‖f |Lp,q(log L)α(Ω)‖ =


(∫∞

0

{
t

1
p (1 + |log t|)αf∗(t)

}q dt
t

) 1
q

, 0 < q < ∞,

sup
t>0

{
t

1
p (1 + |log t|)αf∗(t)

}
, q = ∞,

is finite.
If p = q, the spaces are called Zygmund spaces and are denoted by Lp(log L)α(Ω).

Remark 1.3.3. For all 0 < p, q ≤ ∞ and α ∈ R, the space Lp,q(log L)α(Ω) is a quasi-
Banach space. As in the case of Lorentz spaces, for 1 < p ≤ ∞ and 1 ≤ q ≤ ∞, if
we replace f∗ by f∗∗, we get an equivalent norm. See [1, p. 30].

Next, we establish inclusion relations found in [1, p. 31].

Lemma 1.3.4. Let |Ω| < ∞.

(i) Let 0 < p1 < p2 ≤ ∞, 0 < q1, q2 ≤ ∞, and α, β ∈ R. Then

Lp2,q2(log L)β(Ω) ↪→ Lp1,q1(log L)α(Ω).

(ii) Let 0 < p ≤ ∞, 0 < q1, q2 ≤ ∞, and α, β ∈ R such that either

q1 ≤ q2 and α ≥ β

or
q1 > q2 and α +

1
q1

> β +
1
q2

.

Then
Lp,q1(log L)α(Ω) ↪→ Lp,q2(log L)β(Ω).

One can generalize the Lorentz-Zygmund spaces even further by replacing the
logarithmic term in the definition by an appropriate function. Such functions will
be introduced in the next section.
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1.4 Slowly varying functions and Lorentz-Karamata
spaces

The definitions and assertions in this section are taken from [11, pp. 87-89].

Definition 1.4.1. A nonnegative measurable function b on (0,∞) is said to be slowly
varying if, for each ε > 0, there are nonnegative measurable functions gε and g−ε

such that

(i) gε is non-decreasing and equivalent to tεb(t) and

(ii) g−ε is non-increasing and equivalent to t−εb(t).

By SV we denote the set of all slowly varying functions.

Theorem 1.4.1. Let b, b1, and b2 be slowly varying functions.

(i) Then b1b2, b(1/t), br, r ∈ R, and b
(
tp
)
, p > 0, are slowly varying.

(ii) For ε > 0 and κ > 0 there are positive constants cε and Cε such that

cε min(κ−ε, κε)b(t) ≤ b(κt) ≤ Cε max(κε, κ−ε)b(t)

for every t > 0.

(iii) For α > 0 and 0 < q ≤ ∞ we have

(∫ t

0

{
ταb(τ)

}q dτ

τ

) 1
q

∼ tαb(t)

and (∫ ∞

t

{
τ−αb(τ)

}q dτ

τ

) 1
q

∼ t−αb(t).

(iv) Let |δ| ∈ (0, 1) and d ∈ SV . Then d
(
tδb(t)

)
is slowly varying.

Proof. Let b, b1, and b2 be in SV and let g±ε, g1
±ε, and g2

±ε be the corresponding
functions from Definition 1.4.1.

(i) The equivalences tεb1(t)b2(t) ∼ g1
ε/2g

2
ε/2 and t−εb1(t)b2(t) ∼ g1

−ε/2g
2
−ε/2 prove

that b1b2 ∈ SV .
Let r ∈ R. If r > 0, then

tεbr(t) =
(
tε/rb(t)

)r ∼ (gε/r(t)
)r

,
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which is non-decreasing. If r < 0, then

tεbr(t) ∼
(
g−ε/|r|(t)

)r
,

which is also non-decreasing. The equivalence with non-increasing functions works
in the same way. So, br ∈ SV .

If we replace t by 1
t in the equivalences

tεb(t) ∼ gε and tεb(t) ∼ gε,

we get
t−εb

(
1
t

)
∼ gε

(
1
t

)
and tεb

(
1
t

)
∼ g−ε

(
1
t

)
.

It follows that b
(

1
t

)
∈ SV .

Let ε > 0. It holds
tεb
(
tp
)

= tε−δp
[
tp
]δ

b
(
tp
)
.

Thus, if we choose δ sufficiently small and take into account that b ∈ SV , we can
find a non-decreasing function that is equivalent to tεb

(
tp
)
. Analogously, we see that

the non-increasing part of the definition is satisfied as well.
(ii) For each ε > 0, κ > 0, and t > 0 we can write b(κt) = (κt)−ε(κt)εb(κt) to see

that
b(κt) ∼ (κt)−εgε(κt) and b(κt) ∼ (κt)εg−ε(κt).

If κ ∈ (0, 1), then

b(κt) ≤ Cε(κt)−εgε(t) ≤ Cε(κt)−εtεb(t) = κ−εb(t),

and if κ > 1, then

b(κt) ≤ Cε(κt)εg−ε(t) ≤ Cε(κt)εt−εb(t) = κεb(t).

The lower estimate can be proven analogously.
(iii) Let α > 0, 0 < q ≤ ∞, and t > 0. By a simple calculation it follows that

tα ∼
(∫ t

t/2
ταq dτ

τ

) 1
q

∼
(∫ t

0
ταq dτ

τ

) 1
q

.

13



If τ ∈ (t/2, t), then, using (ii) with ε = 1,

b(τ) = b( τ
t t) ≥ cmin

( t

τ
,
τ

t

)
b(t) ≥ c

τb(t)
t

≥ c
b(t)
2

.

Therefrom and from Definition 1.4.1 it follows

tαb(t) ∼
(∫ t

t/2
τ−αq dτ

τ

) 1
q

b(t) .

(∫ t

0

{
ταb(τ)

}q dτ

τ

) 1
q

∼
(∫ t

0

{
τατ−α/2gα/2(τ)

}q dτ

τ

) 1
q

≤ gα/2(t)
(∫ t

0

{
τα/2

}q dτ

τ

) 1
q

∼ gα/2(t)t
α/2 ∼ tαb(t).

To prove the second equivalence we use

t−α ∼
(∫ 2t

t
τ−αq dτ

τ

) 1
q

∼
(∫ ∞

t
τ−αq dτ

τ

) 1
q

and
b(τ) &

b(t)
2

with τ ∈ (t, 2t) and follow the same arguments.
(iv) At first, assume that 0 < δ < 1. Then, for every ε > 0,

tεd
(
tδb(t)

)
= tε(1−δ)b(t)−ε

[
tδb(t)

]ε
d
(
tδb(t)

)
is equivalent to a non-decreasing function, because b(t)−ε is slowly varying as well
and ε(1 − δ) is positive. Analogously we see that t−εd

(
tδb(t)

)
is equivalent to a

non-increasing function. Now let −1 < δ < 0. Then, according to the first step and
(i), d

(
t−δb(t)−1

)
is slowly varying. Consequently, again by (i), d

(
tδb(t)

)
∈ SV .

Remark 1.4.1. If b ∈ SV , we can choose the functions given on the left-hand side
in Theorem 1.4.1 (iii) as gα and g−α. That means in particular that in Definition
1.4.1 we can assume without loss of generality that gε and g−ε are continuous.

Example 1.4.1. We put

l1(t) := 1 + |log t|,

l2(t) := 1 +
∣∣log

(
1 + |log t|

)∣∣, and

li+1(t) := 1 + |log(li)|, for i ∈ N.
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Let N ∈ N and ᾱ = (α1, . . . , αN ) ∈ RN . Then

λᾱ(t) :=
N∏

i=1

li(t)αi

is slowly varying.

Proof. We put l̃1(t) := 1+|ln(t)| and l̃i+1(t) := 1+|ln
(
l̃i
)
| for i ∈ N. For t > 0, we put

f(t) := tε l̃i(t). Now, for each ε > 0 we have to find a monotonically non-decreasing
function gε that is equivalent to f . By differentiation, we get for t 6= 1

f ′(t) = εtε−1 l̃i(t) + tε l̃′i(t)

=

εtε−1 l̃i(t) + tε
[
l̃i−1(t)l̃i−2(t) · · · l̃1(t)t

]−1 if t > 1,

εtε−1 l̃i(t)− tε
[
l̃i−1(t)l̃i−2(t) · · · l̃1(t)t

]−1 if 0 < t < 1,

=


εtε−1 l̃i(t) + tε

[
l̃i−1(t)l̃i−2(t) · · · l̃1(t)t

]−1 if t > 1,

tε−1 εl̃1(t) · · · l̃i(t)− 1
l̃1(t) · · · l̃i−1(t)

if 0 < t < 1.

Consequently, if ε ≥ 1, we can put gε(t) := f(t) because f is monotonically increasing
in this case.

Suppose now that 0 < ε < 1. We see that f is strictly monotonically increasing
on (1,∞). In (0, 1) one finds exactly one t0, such that f ′(t0) = 0 and f is strictly
increasing on (0, t0) and decreasing on (t0, 1). So

gε(t) :=


f(t) if 0 < t < t0,

f(t0) if t0 ≤ t < 1/t0,

f(t) if t ≥ 1/t0

is monotonically non-decreasing and equivalent to f .
In a similar way one can show that there is a non-increasing function equivalent

to t−ε l̃i(t) for every ε > 0. We have shown that l̃i is slowly varying. Consequently,
li is slowly varying for each i ∈ N and with the help of Theorem 1.4.1 (i) it follows
that λᾱ ∈ SV .

Definition 1.4.2. Let Ω ⊆ Rn and let 0 < p, q ≤ ∞ and b ∈ SV . The Lorentz-
Karamata space Lp,q;b(Ω) is the set of all measurable functions on Ω such that, for
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q < ∞,

‖f |Lp,q;b(Ω)‖ =
(∫ ∞

0

{
t

1
p b(t)f∗(t)

}q dt

t

) 1
q

< ∞.

In the case q = ∞ we proceed as we have done in the definition of the Lorentz and
Lorentz-Zygmund spaces.

For this definition we refer to [6, p. 112] and [11, pp. 97-98]. In [6, p. 112 ff.]
some interesting properties of these spaces are proved. For example, as in the case
of Lorentz and Lorentz-Zygmund spaces, if 1 < p ≤ ∞ and 1 ≤ q ≤ ∞, we get an
equivalent norm in Lp,q;b if we replace f∗ by f∗∗.

Example 1.4.2. If b(t) ≡ 1, then Lp,q;b(Ω) coincides with the Lorentz space Lp,q(Ω).
If b(t) = (1 + |log t|)α with α ∈ R, then Lp,q;b(Ω) equals the Lorentz-Zygmund space
Lp,q(log L)α(Ω).

Example 1.4.3. Let ᾱ = (α1, . . . , αN ) ∈ RN . If we put b(t) = λᾱ, where λᾱ has
the meaning of Example 1.4.1, we denote the outcoming spaces by

Lp,q;b(Ω) = Lp,ᾱ,q(Ω) = Lp,α1,...,αN ,q(Ω).

These spaces are called generalized Lorentz-Zygmund spaces and have been studied
in [9], [7], [19], [8], [10].

If q = p we denote these spaces by Lp,ᾱ(Ω) = Lp,α1,...,αN
(Ω).
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2 Interpolation

2.1 Classical Real Interpolation

This introductory section about interpolation is based on [3].
Let A0 and A1 be quasi-normed vector spaces. We call the couple Ā = (A0, A1)

compatible, if there exists a Hausdorff topological vector space H such that A0 and
A1 are continuously embedded in H . Then we can form their sum and intersection,
where the sum is given by

Σ(Ā) = A0 + A1 = {a ∈ H : a = a0 + a1, a0 ∈ A0 and a1 ∈ A1}

and the intersection by
∆(Ā) = A0 ∩A1.

We can equip these spaces with the quasi-norms

‖a|Σ(Ā)‖ = inf
a=a0+a1

(‖a0|A0‖+ ‖a1|A1‖)

and
‖a|∆(Ā)‖ = max(‖a|A0‖, ‖a|A1‖)

respectively.

Lemma 2.1.1. If A0 and A1 are complete, so are A0 + A1 and A0 ∩A1.

Proof. The proof is carried over from the Banach space version [3, p. 25] as indicated
in [3, p. 63]. We use Lemma 1.2.2. Let ci be the constant in the triangle inequality
of Ai, i = 0, 1, and put c = max(c0, c1). Define γ by (2c)γ = 2.

Assume that
∞∑

j=1

‖aj |A0 + A1‖γ < ∞.

Then, we can find a decomposition aj = a0
j + a1

j , such that

‖a0
j |A0‖+ ‖a1

j |A1‖ ≤ 2‖aj |A0 + A1‖.
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It follows that

∞∑
j=1

‖a0
j |A0‖γ < ∞ and

∞∑
j=1

‖a1
j |A1‖γ < ∞.

Because A0 and A1 are complete,
∑
j

a0
j converges in A0 and

∑
j

a1
j converges in A1.

Put a0 =
∑
j

a0
j , a1 =

∑
j

a1
j , and a = a0 + a1. Then a ∈ A0 + A1 and

∥∥∥a− k∑
j=1

aj

∣∣∣A0 + A1

∥∥∥ ≤ ∥∥∥a0 −
k∑

j=1

a0
j

∣∣∣A0

∥∥∥+
∥∥∥a1 −

k∑
j=1

a1
j

∣∣∣A1

∥∥∥.
Consequently aj converges in A0 + A1 to a. We proved that A0 + A1 is complete.

Now, let us consider the completeness of A0 ∩A1. Let aj be a Cauchy sequence in
A0∩A1. Then aj is a Cauchy sequence in A0 and in A1, respectively, and since they
are complete, there are elements ai ∈ Ai, i = 0, 1, to which aj converges. Because
A0 and A1 are continuously embedded in a Hausdorff space, we have a0 = a1. So,
aj converges in A0 ∩A1 to a := a0 = a1.

Let L (A,B) be the space of all bounded linear Operators from A to B, where A

and B are quasi-normed linear spaces. If A = B we write L (A) instead of L (A,A).
For two compatible couples Ā = (A0, A1) and B̄ = (B0, B1) we write

T ∈ L (Ā, B̄),

if T ∈ L
(
Σ(Ā),Σ(B̄)

)
such that TA0 ∈ L (A0, B0) and TA1 ∈ L (A1, B1). Here TC

denotes the restriction of T to the space C, although in the sequel we will often call
the restriction of an operator by the same symbol as the original operator. We will
write L (Ā) instead of L (Ā, Ā).

Definition 2.1.1. Let Ā = (A0, A1) and B̄ = (B0, B1) be two compatible couples
of quasi-normed spaces.

(i) A quasi-normed space A will be called intermediate space with respect to Ā, if

∆(Ā) ↪→ A ↪→ Σ(Ā).

(ii) An intermediate space A is called interpolation space with respect to Ā, if for
every T ∈ L (Ā) the restriction of T to A is in L (A).
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(iii) Let A and B be intermediate spaces with respect to Ā and B̄ respectively.
Then we say that A and B are interpolation spaces with respect to Ā and B̄,
if T ∈ L (Ā, B̄) implies that T ∈ L (A,B).

It follows, that Σ(Ā) and ∆(Ā) are interpolation spaces with respect to Ā. Next
we vary the quasi-norms in these spaces by a parameter t.

Definition 2.1.2. Let Ā = (A0, A1) be a compatible couple of quasi-normed spaces
and let t > 0. We put

K(t, a) = K(t, a; Ā) = inf
a=a0+a1

(
‖a0|A0‖+ t‖a1|A1‖

)
for a ∈ Σ(Ā) and

J(t, a) = J(t, a; Ā) = max
(
‖a|A0‖, t‖a|A1‖

)
for a ∈ ∆(Ā).

K(t, a) is called Peetre’s K-functional and J(t, a) Peetre’s J-functional.

For applications of Interpolation Theory to concrete function spaces later on, we
will need the K-functional for Lebesgue spaces.

Example 2.1.1. Let 0 < r < ∞ and f ∈ Lr(Ω) + L∞(Ω). Then

K(t, f ;Lr, L∞) ∼
(∫ tr

0
f∗(s)r ds

s

) 1
r

.

If r = 1 we have even equality.

Proof. A proof can be found in [3, pp. 109-110]. See also [2, pp. 74,75,298].

Lemma 2.1.2. For any a ∈ A0 + A1, K(t, a) is a positive and increasing function
of t. For all s, t > 0 holds

K(t, a) ≤ max(1, t/s)K(s, a),

which implies

min(1, t)‖a|A0 + A1‖ ≤ K(t, a) ≤ max(1, t)‖a|A0 + A1‖.

Furthermore, for a ∈ A0 ∩A1, it holds

K(t, a) ≤ min(1, t/s)J(s, a).
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Proof. The proof is taken from [3, pp. 38,42].
To prove the first inequality we write

K(t, a) = inf
a=a0+a1

(
‖a0|A0‖+

t

s
s‖a1|A1‖

)
≤ max

(
1,

t

s

)
K(s, a).

For the last inequality take a ∈ A0 ∩A1. Then

K(t, a) ≤ ‖a|A0‖ ≤ J(s, a)

and
K(t, a) ≤ t

s
s‖a|A1‖ ≤

t

s
J(s, a).

Lemma 2.1.3 (The fundamental lemma of interpolation theory). Let (A0, A1) be
a compatible couple of quasi-Banach spaces, where A0 is c0-normed and A1 is c1-
normed. Let a ∈ A0 + A1 with

lim
t→0

K(t, a) = 0 and lim
t→∞

K(t, a)
t

= 0.

Then, for all ε > 0, there is a sequence (am)m ⊆ A0 ∩A1 such that

a =
∞∑

m=−∞
am (convergence in A0 + A1)

and
J(2m, am) ≤ (3 max(c0, c1) + ε)K(2m, a).

Proof. See [3, pp. 45-46]. Take a ∈ A0 + A1 and let ε > 0. For every j ∈ Z there is
a decomposition a = a0,j + a1,j such that

‖a0,j |A0‖+ 2j‖a1,j |A1‖ ≤ (1 + ε)K(2j , a). (2.1.1)

It follows
lim

j→−∞
‖a0,j |A0‖ = 0 and lim

j→∞
‖a1,j |A1‖ = 0.

Put
uj = a0,j − a0,j−1 = a1,j−1 − a1,j .
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Then uj ∈ A0 ∩A1 and

a−
M∑
−N

uj = a− a0,M + a0,−N−1 = a0,−N−1 + a1,M .

Therefore, with c = max(c0, c1), we have

K
(
1, a−

M∑
−N

uj

)
≤ c
(
‖a0,−N−1|A0‖+ ‖a1,M |A1‖

)
.

It follows that a =
∞∑

j=−∞
uj in A0 + A1.

By (2.1.1) we get

J(2j , uj) ≤ cmax
{
‖a0,j |A0‖+ ‖a0,j−1|A0‖, 2j‖a1,j−1|A1‖+ 2j‖a1,j |A1‖

}
≤ c(1 + ε)

[
K(2j , a) + 2K(2j−1, a)

]
≤ c(1 + ε)3K(2j , a).

Definition 2.1.3. Let (A0, A1) be a compatible couple of quasi-Banach spaces. Let
0 < θ < 1 and let 0 < q ≤ ∞.

(i) For a ∈ A0 + A1, we put

‖a|Aθ,q;K‖ =
( ∞∑

m=−∞

(
2−mθK(2m, a)

)q) 1
q

,

if 0 < q < ∞ and

‖a|Aθ,∞;K‖ = sup
m∈Z

(
2−mθK(2m, a)

)
,

if q = ∞.

Then the space Aθ,q;K consists of all a ∈ A0 + A1 with ‖a|Aθ,q;K‖ < ∞.

(ii) By Aθ,q;J we denote the space of all a ∈ A0 + A1 for which there is a repre-

sentation a =
∞∑

m=−∞
am (convergence in A0 + A1) with am ∈ A0 ∩ A1 such

that ( ∞∑
m=−∞

(
2−mθJ(2m, am)

)q) 1
q

< ∞ (0 < q < ∞) (2.1.2)
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or
sup
m∈Z

(
2−mθJ(2m, am)

)
< ∞ (q = ∞).

We put

‖a|Aθ,q;J‖ = inf
( ∞∑

m=−∞

(
2−mθJ(2m, am)

)q) 1
q

,

where the infimum is taken over all representations a =
∞∑

m=−∞
am with (2.1.2).

For q = ∞ we have to make the usual modification.

Remark 2.1.1. Usually, the space Aθ,q;K is defined by the quasi-norm

(∫ ∞

0

(
t−θK(t, a)

)q dt

t

) 1
q

.

In the case of Banach spaces, one can introduce the space Aθ,q;J as the space of all

a ∈ A0 + A1 for which there is a representation a =
∞∫
0

u(t) dt
t with u(t) ∈ A0 ∩ A1

such that (∫ ∞

0

(
t−θJ(t, u(t))

)q dt

t

) 1
q

< ∞.

This definition is equivalent to Definition 2.1.3.

The following assertions are consequences from the more general theorems proved
in the sections below. Proofs can be found also in [3] and [21].

Theorem 2.1.1. Let Ā = (A0, A1) and B̄ = (B0, B1) be compatible couples of
quasi-Banach spaces. Let 0 < θ < 1 and let 0 < q ≤ ∞. Then Aθ,q;K and Bθ,q;K are
interpolation spaces with respect to Ā and B̄. It holds

‖T |L (Aθ,q;K , Bθ,q;K)‖ ≤ ‖T |L (A0, B0)‖1−θ‖T |L (A1, B1)‖θ

for all T ∈ L (Ā, B̄).
The same is true for J instead of K.

Theorem 2.1.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces, 0 <

θ < 1, and 0 < q ≤ ∞. Then
Aθ,q;K = Aθ,q;J .

Because interpolation using the K or J method gives the same result, we will write
from now on Aθ,q instead of Aθ,q;K or Aθ,q;J .
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Theorem 2.1.3. Let (A0, A1) be a compatible couple of quasi-Banach spaces. Then
the following assertions hold.

(i) (A0, A1)θ,q = (A1, A0)1−θ,q for 0 < θ < 1 and 0 < q ≤ ∞.

(ii) If 0 < θ < 1 and 0 < q ≤ r ≤ ∞, then Aθ,q ↪→ Aθ,r.

(iii) If additionally A0 ↪→ A1, then

Aθ0,p ↪→ Aθ1,q

holds for 0 < θ0 < θ1 < 1 and 0 < p, q ≤ ∞.

Theorem 2.1.4. Let (A0, A1) be a compatible couple of quasi-Banach spaces. For
i = 0, 1 let 0 < qi, q ≤ ∞ and θi, η ∈ (0, 1). Then, with θ = (1− η)θ0 + ηθ1, it holds

(
Aθ0,q0 , Aθ1,q1

)
η,q

= Aθ,q.

Theorem 2.1.5. Let p0, p1 ∈ (0,∞), q0, q1, q ∈ (0,∞], let 0 < θ < 1, and 1
p =

1−θ
p0

+ θ
p1

. If p0 6= p1, then

(Lp0,q0 , Lp1,q1)θ,q = Lp,q.

If p0 = p1 = p, we must, in addition, assume that 1
q = 1−θ

q0
+ θ

q1
to get

(Lp,q0 , Lp,q1)θ,q = Lp,q.

2.2 The function classes BK and BΨ

We define the function class BK, first introduced by T. F. Kalugina ([17]) in 1975.
The following definition is due to J. Gustavsson (1978) who showed in [13] that it
leads to the same function class as the more difficult definition from Kalugina.

Definition 2.2.1. The function f : (0,∞) → (0,∞) belongs to the function class
BK, if and only if f satisfies the following conditions:

(i) f is continuous and non-decreasing

(ii) For every s > 0 holds f̄(s) := sup
t>0

f(st)
f(t)

< ∞

(iii)
∫ ∞

0
min

(
1,

1
t

)
f̄(t)

dt

t
< ∞
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Example 2.2.1. Let θ ∈ (0, 1). Then the function f(t) = tθ is in BK and f̄(s) = sθ.

The following fact was pointed out in [11, Rem. 2.3 (ii)].

Lemma 2.2.1. Let b be a slowly varying function, 0 < q ≤ ∞, 0 < θ < 1, and let

f(t) =
(∫ t

0

{
τ θb(τ)

}q dτ

τ

) 1
q

for t > 0. Then tθb(t) is equivalent to f and f ∈ BK.

Proof. Let b ∈ SV and θ ∈ (0, 1). We already showed in Theorem 1.4.1 (iii) that
tθb(t) ∼ f . Now we show f ∈ BK by checking (i) - (iii) in Definition 2.2.1. It is clear
that f is continuous and non-decreasing. Using Theorem 1.4.1 (ii) we get

f̄(s) = sup
t>0

(∫ st
0

{
τ θb(τ)

}q dτ
τ∫ t

0

{
τ θb(τ)

}q dτ
τ

) 1
q

= sθ sup
t>0

(∫ t
0

{
τ θb(sτ)

}q dτ
τ∫ t

0

{
τ θb(τ)

}q dτ
τ

) 1
q

. sθ max
(
sε,

1
sε

)
< ∞

for every s > 0 and ε > 0.
To prove (iii) we put ε = min{θ, 1− θ} in the above estimate. Then∫ ∞

0
min

(
1, 1/t

)
f̄(t)

dt

t

≤ cε

∫ 1

0
max(tε, 1/tε)tθ

dt

t
+ cε

∫ ∞

1

max(tε, 1/tε)
t

tθ
dt

t

= cε

∫ 1

0

dt

t1+ε−θ
+ cε

∫ ∞

1

dt

t2−ε−θ
< ∞

Example 2.2.2. Let α ∈ R, 0 < q ≤ ∞, and 0 < θ < 1. Then

tθ(1 + |log t|)α ∼
(∫ t

0

{
τ θ(1 + |log τ |)α

}q dτ

τ

) 1
q

∈ BK.

We give some important properties of functions in BK.

Theorem 2.2.1. Let f ∈ BK and let
¯
f(s) = inf

t>0

f(st)
f(t)

. It holds
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(i)
¯
f(s)f̄

(1
s

)
= 1

(ii) 0 <
¯
f(s)f(t) ≤ f(st) ≤ f̄(s)f(t)

(iii) f̄ and
¯
f are non-decreasing and f̄(1) =

¯
f(1) = 1

(iv) f̄(st) ≤ f̄(s)f̄(t)

(v) lim
s→∞

f̄(s)
s

= 0 and lim
s→0

f̄(s) = 0

Proof. The proofs are taken from [13, pp. 290-291]. (i) Let s > 0. Then

f̄(1/s) = sup
t>0

f(t/s)
f(t)

= sup
t>0

f(t)
f(st)

=
1

inf
t>0

f(st)
f(t)

=
1

¯
f(s)

.

(ii) From f̄(s) < ∞ it follows by (i) that
¯
f(s) > 0. Moreover

¯
f(s)f(t) ≤ f(st)

f(t)
f(t) ≤ f̄(s)f(t).

(iii) follows directly from the definition.
(iv) With the help of (ii) it follows

f̄(st) = sup
r>0

f(str)
f(r)

≤ sup
r>0

f̄(s)f(tr)
f(r)

= f̄(s)f̄(t).

(v) We use the monotonicity of f̄ to get for s > 0∫ ∞

s

f̄(t)
t

dt

t
≥ f̄(s)

∫ ∞

s

dt

t2
=

f̄(s)
s

and ∫ es

s
f̄(t)

dt

t
≥ f̄(s)

∫ es

s

dt

t
= f̄(s).

Now, by Definition 2.2.1 (iii) the desired assertions follow.

Definition 2.2.2. A function f : (0,∞) → (0,∞) is called submultiplicative, if

f(st) ≤ f(s)f(t)

for all s, t ∈ (0,∞) and f(1) = 1.

Example 2.2.3. As the above theorem states, for f ∈ BK the function f̄ is submul-
tiplicative.
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Lemma 2.2.2. Let f : (0,∞) → (0,∞) be submultiplicative. Then f is bounded on
each interval (x, y) with 0 < x < y < ∞.

Proof. The proof is analogous to the proof of the boundedness of subadditive func-
tions in [16, p. 241]. For a measurable set A ⊆ (0,∞) let µ(A) =

∫
A

dt
t . Observe

that µ(A) < |A| if a > 1 for all a ∈ A.
First we prove that f is bounded on any interval (x, y) with 1 < x < y < ∞.

Suppose f is unbounded from above in (x, y). Then we can choose a sequence
(tn)n ⊆ (x, y) such that f(tn) ≥ n2. For each n ∈ N let En = {t ∈ (1, y) : f(t) ≥ n}.

Now, let n ∈ N and take r ∈ (1, x). Then one can find s ∈ (1, tn) such that rs = tn.
It follows that n2 ≤ f(tn) ≤ f(r)f(s). That means either f(r) ≥ n or f(s) ≥ n which
implies r ∈ En ∪ { tn

t : t ∈ En}. Consequently (1, x) ⊆ En ∪ { tn
t : t ∈ En}.

Because of µ(En) = µ
(

tn
En

)
we now have µ(En) ≥ µ((1,x))

2 = log x
2 . It follows that

0 = |
⋂
n

En| ≥ log x
2 .

Secondly we show that f is bounded in (δ, 1 + δ) for any δ ∈ (0, 1). Consider
δ ∈ (0, 1) fixed. Then for all t ∈ (δ, 1 + δ) we have

f(t) ≤ f
(2t

δ

)
f
(δ

2

)
≤ Cδ,

because of 2t/δ ≥ 2 and f is bounded in (x, y), 1 < x < y.

For the following lemma we used [16, p. 244] and [14, p. 35].

Lemma 2.2.3. Let f be a submultiplicative function and let

α := sup
0<t<1

log f(t)
log t

and β := inf
t>1

log f(t)
log t

.

Then it follows that

(i) −∞ < α = lim
t→0

log f(t)
log t

≤ β = lim
t→∞

log f(t)
log t

< ∞,

(ii) α = sup{p ∈ R : for some 0 < r < 1 and all t ∈ (0, r) it holds f(t) ≤ tp},

(iii) β = inf{p ∈ R : for some r > 1 and all t > r it holds f(t) ≤ tp}.

Proof. (i) The proof is a modification of [16, p. 244], where subadditive functions
are treated instead of submultiplicative ones.

If t > 1 it follows from 1 = f(1) ≤ f(t)f(1/t), that

log f(1/t)
log(1/t)

≤ log f(t)
log t

.

26



This implies −∞ < α ≤ β < ∞.
We choose b > 1 such that log f(b)

log b < β + ε. Let t > 1 and choose n = n(t) ∈ N
such that bn ≤ t ≤ bn+1. Then

β ≤ log f(t)
log t

=
log f(bnt/bn)

log t
≤ log f(bn)

log t
+

log f(t/bn)
log t

=
log bn

log t

log f(b)
log b

+
log f(t/bn)

log t

<
log bn

log t
(β + ε) +

log f(t/bn)
log t

.

(2.2.1)

Since t/bn ∈ [1, b] it follows from Lemma 2.2.2 that f(t/bn) is bounded. So the last
expression in (2.2.1) tends to β + ε as t →∞. It follows that lim

t→∞
log f(t)

log t exists and
equals β.

By applying the above result to f(1/t) we get:

α = sup
0<t<1

log f(t)
log t

= − inf
0<t<1

(
− log f(t)

log t

)
= − inf

t>1

(
− log f(1/t)

log 1/t

)
= − inf

t>1

log f(1/t)
log t

= − lim
t→∞

log f(1/t)
log t

= lim
t→∞

log f(1/t)
log 1/t

= lim
t→0

log f(t)
log t

.

(ii) Let ε > 0. Because α = lim
t→0

log f(t)
log t there is an r ∈ (0, 1) such that α − ε <

log f(t)
log t ≤ α applies to all t ∈ (0, r). It follows that

tα ≤ f(t) < tα−ε

for all t ∈ (0, r). So α is the supremum of all p ∈ R with the property mentioned
above.

(iii) Analogously to (ii) it follows that for all ε > 0 there is an r > 1 such that

tβ ≤ f(t) < tβ+ε

holds for all t ∈ (r,∞). This proves (iii).

Lemma 2.2.4. Let f ∈ BK. Then

(i) There exist ε > 0 and s0 ∈ (0, 1) such that f̄(s) ≤ sε for 0 < s ≤ s0.

(ii) There exist ε > 0 and s1 ∈ (1,∞) such that f̄(s) ≤ s1−ε for s ≥ s1.
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(iii) It holds ∫ ∞

0

{
min

(
1,

1
t

)
f̄(t)

}p dt

t
< ∞

for any p > 0.

Proof. (i) In Theorem 2.2.1 (v) we showed that lim
s→0

f̄(s) = 0. So, in particular there

are ε̃ ∈ (0, 1) and s̃ ∈ (0, 1) such that f̄(s̃) ≤ ε̃. We can conclude that

0 <
log ε̃

log s̃
≤ log f̄(s̃)

log s̃
≤ α,

where α = sup
0<s<1

log f̄(s)
log s

. Because of Lemma 2.2.1 (ii) assertion (i) is proved.

(ii) Similarly to (i) we can conclude from lim
s→∞

f̄(s)
s

= 0 that there is an ε > 0 and

an s̃ > 1 such that f̄(s̃) ≤ ε̃s̃. Consequently

β ≤ log f̄(s)
log s

≤ log ε

log s
+ 1 < 1.

Now (ii) follows from 2.2.1 (iii).
(iii) Using (i) and (ii) we get∫ ∞

0

{
min

(
1,

1
t

)
f̄(t)

}p dt

t

≤
∫ s0

0

dt

t1−εp
+
∫ s1

s0

{
min

(
1,

1
t

)
f̄(t)

}p dt

t
+
∫ ∞

s1

dt

t1+εp
< ∞.

Now we define the class BΨ and prove basic properties as it has been done in [13,
p. 292].

Definition 2.2.3. The function class BΨ consists of all continuously differentiable
functions f : (0,∞) → (0,∞) such that

sup
t>0

tf ′(t)
f(t)

< 1 and inf
t>0

tf ′(t)
f(t)

> 0.

Example 2.2.4. For 0 < θ < 1 and α ∈ R the function f with

f(t) = tθ
(
ln(1 + tγ)

)α
belongs to BΨ, if γ > 0 is sufficiently small.
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Proof. Because of
tf ′(t)
f(t)

= θ +
αγtγ

(1 + tγ) ln(1 + tγ)

we get

sup
t>0

tf ′(t)
f(t)

= max(θ, θ + αγ)

and
inf
t>0

tf ′(t)
f(t)

= min(θ, θ + αγ).

Lemma 2.2.5. (i) It holds BΨ ⊆ BK.

(ii) For each f ∈ BK there exists g ∈ BΨ such that f ∼ g.

Proof. (i) Let f ∈ BΨ. Because of f ′(t) > 0, Definition 2.2.1 (i) is satisfied. For
t, s > 0 we define

ht(s) =
f(st)
f(t)

and put p = inf tf ′(t)
f(t) and q = sup tf ′(t)

f(t) . Then

p ≤ sh′t(s)
ht(s)

=
stf ′(st)
f(st)

≤ q.

It follows that
psp−1

sp
≤ h′t(s)

ht(s)
≤ qsq−1

sq
.

This implies (
ht(s)
sp

)′
≥ 0 and

(
ht(s)
sq

)′
≤ 0.

Because ht(1) = 1 we can conclude ht(s) ≤ sp, if 0 < s < 1 and ht(s) ≤ sq, if s > 1.
Consequently, f̄(s) ≤ max(sp, sq). Therefrom we obtain (ii) and (iii) of Definition
2.2.1.

(ii) Let f ∈ BK and put

g(s) =
∫ ∞

0
min

(
1,

s

t

)
f(t)

dt

t
.

It holds
f(s) ≤

∫ ∞

s

s

t
f(t)

dt

t
≤ g(s)
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and

g(s) =
∫ ∞

0
min

(
1,

1
t

)
f(st)

dt

t
≤ f(s)

∫ ∞

0
min

(
1,

1
t

)
f̄(t)

dt

t
= cf(s),

which proves that f ∼ g. Since f is continuous and

g(s) =
∫ s

0
f(t)

dt

t
+ s

∫ ∞

s

f(t)
t

dt

t

we find
g′(s) =

∫ ∞

s

f(t)
t

dt

t
.

Consequently, g is continuously differentiable and from

f(s) ≤ s

∫ ∞

s

f(t)
t

dt

t
=
∫ ∞

1

f(st)
t

dt

t
≤ f(s)

∫ ∞

1

f̄(t)
t

dt

t
= c1f(s)

and

c2f(s) ≤ f(s)
∫ 1

0 ¯
f(t)

dt

t
≤
∫ s

0
f(t)

dt

t
≤ f(s)

∫ 1

0
f̄(t)

dt

t
= c3f(s)

we get

1 +
c2

c1
≤ 1 +

∫ s

0
f(t)

dt

t

s

∫ ∞

s

f(t)
t

dt

t

≤ 1 + c3.

Now it follows that

inf
s>0

sg′(s)
g(s)

> 0 and sup
s>0

sg′(s)
g(s)

< 1.

2.3 Interpolation with function parameters

We now want to modify the real interpolation method by replacing tθ by a more
general function % : (0,∞) → (0,∞). Several authors have done that and defined
classes of admissible functions. Kalugina [17] and Gustavsson [13] used functions in
BK and in BΨ, Persson [20] defined Q(0, 1) and Gustavsson and Peetre [14] defined
the class P+−. It turned out that all these classes of functions coincide in the
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following sense (see Lemma 2.2.5 and [20, Prop. 1.3]).

BΨ ⊆ BK,

BΨ ⊆ Q(0, 1) ⊆ P+−,

and for a function % in BK or P+− there is a function in BΨ, that is equivalent to
%.

Later on we also want to use functions of the form %(t) = tθb(t), where θ ∈ (0, 1)
and b ∈ SV . We have seen in Lemma 2.2.1 that for each of those % there is a function
f ∈ BK that is equivalent to %. To cover all these types of function parameters we
make the following definition.

Definition 2.3.1. We say that a function % : (0,∞) → (0,∞) belongs to FP if and
only if there is a function f ∈ BΨ such that % ∼ f .

Definition 2.3.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces. Let
% ∈ FP and let 0 < q ≤ ∞.

(i) For a ∈ A0 + A1, we put

‖a|A%,q;K‖ =
( ∞∑

m=−∞

K(2m, a)q

%(2m)q

) 1
q

,

if 0 < q < ∞ and

‖a|A%,∞;K‖ = sup
m∈Z

K(2m, a)
%(2m)

,

if q = ∞.

Then the space A%,q;K consists of all a ∈ A0 + A1 with ‖a|A%,q;K‖ < ∞.

(ii) Let A%,q;J be the space of all a ∈ A0 + A1 for which there is a representation

a =
∞∑

m=−∞
am (convergence in A0 + A1) with am ∈ A0 ∩A1 such that

( ∞∑
m=−∞

J(2m, am)q

%(2m)q

) 1
q

< ∞ (0 < q < ∞) (2.3.1)

or
sup
m∈Z

J(2m, am)
%(2m)

< ∞ (q = ∞).
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For 0 < q < ∞ we put

‖a|A%,q;J‖ = inf
( ∞∑

m=−∞

J(2m, am)q

%(2m)q

) 1
q

,

where the infimum is taken over all representations a =
∞∑

m=−∞
am satisfying

(2.3.1).

For q = ∞ we put

‖a|A%,∞;J‖ = inf sup
m∈Z

J(2m, am)
%(2m)

.

Remark 2.3.1. If %1, %2 ∈ FP with %1 ∼ %2, then ‖a|A%1,q;K‖ ∼ ‖a|A%2,q;K‖ and
‖a|%1, q;J‖ ∼ ‖a|A%2,q;J‖.

Next we show that the sum in the definition of the K-method can be replaced
by an integral. We will not do that for the J-method, because we want to avoid
integration of functions with values in a quasi-normed space.

Theorem 2.3.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces, let
% ∈ FP , and let 0 < q ≤ ∞. Then

‖a|A%,q;K‖ ∼
(∫ ∞

0
%(t)−qK(t, a)q dt

t

) 1
q

.

Proof. Let f ∈ BK such that f ∼ %. Using Lemma 2.1.2 and Theorem 2.2.1 (ii) we
obtain the estimates∫ ∞

0
f(t)−qK(t, a)q dt

t
=

∞∑
m=−∞

∫ 2m+1

2m

f(t)−qK(t, a)q dt

t

≤ log 2
∞∑

m=−∞
f(2m)−qK(2 · 2m, a)q

≤ 2q log 2
∞∑

m=−∞
f(2m)−qK(2m, a)q
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and ∫ ∞

0
f(t)−qK(t, a)q dt

t
=

∞∑
m=−∞

∫ 2m+1

2m

f(t)−qK(t, a)q dt

t

≥ log 2
∞∑

m=−∞
f(2 · 2m)−qK(2m, a)q

≥ f̄(2)−q log 2
∞∑

m=−∞
f(2m)−qK(2m, a)q.

Lemma 2.3.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces and let
% ∈ FP . Then

(i) K(s, a) ≤ c%(s)‖a|A%,q;K‖ for all s > 0,

(ii) ‖a|A%,q;K‖ ≤
c

%(s)
J(s, a) for all s > 0,

(iii) (A0, A1)%,q;K = (A1, A0)ϕ,q;K , where ϕ(t) = t%(1/t).

Proof. Let f ∈ BΨ such that % ∼ f . We make use of Remark 2.3.1.
(i) We have K(t, a) ≥ min(1, t/s)K(s, a) by Lemma 2.1.2. Together with the

monotonicity of f we get

‖a|Af,q;K‖ ≥
(∫ s

0
f(t)−qK(t, a)q dt

t

) 1
q

≥ f(s)−1K(s, a)
(∫ s

0
min(1, t/s)q dt

t

) 1
q

= f(s)−1K(s, a)
1

q
1
q

.

(ii) Lemma 2.1.2 implies K(s, a) ≤ min
(
1, s

t

)
J(t, a). It follows

‖a|Af,q;K‖ ≤
(∫ ∞

0
f(t)−q min

(
1,

t

s

)q
J(s, a)q dt

t

) 1
q

= J(s, a)
1

f(s)

(∫ ∞

0
min(1, t)q f(s)q

f(st)q

dt

t

) 1
q

≤ J(s, a)
1

f(s)

(∫ ∞

0

{
min

(
1,

1
t

)
f̄(t)

}q dt

t

) 1
q

=
c

f(s)
J(s, a).
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The convergence of the integral has been proved in Lemma 2.2.4 (iii).

(iii) Put g(t) = tf
(

1
t

)
. We have

tg′(t)
g(t)

= 1−
1/tf ′(1/t)
f(1/t)

and, consequently, g ∈ BΨ.

Because of ϕ ∼ g we have ϕ ∈ FP . Using K(t, a;A0, A1) = tK(1/t, a;A1, A0) it
follows

‖a|Af,q;K‖q =
∫ ∞

0

tqK(1/t, a;A0, A1)q

tqf(1/t)q

dt

t

=
∫ ∞

0

K(t, a;A1, A0)q

g(t)q

dt

t
.

Theorem 2.3.2 (Equivalence theorem). Let (A0, A1) be a compatible couple of quasi-
Banach spaces, let 0 < q ≤ ∞ and let % ∈ FP . Then

A%,q;K = A%,q;J .

Remark 2.3.2. If we put %(t) = tθ for some θ ∈ (0, 1), then we get the classical
Equivalence Theorem (Theorem 2.1.2).

Proof. Let f ∈ BΨ such that % ∼ f . We first prove Af,q;J ↪→ Af,q;K . Let a =
∞∑

m=−∞
am ∈ Af,q;J . Recall that K(t, a) is a c-norm on A0 + A1 for all t > 0. We

can choose the constant c in the c-triangle inequality of K(t, a) large, such that γ,
defined by (2c)γ = 2, is smaller than q. Therefore we have p := q

γ > 1. From Lemma
1.2.2 and Lemma 2.1.2 with s = 2m we obtain

K(t, a) ≤
( ∞∑

m=−∞

(
K(t, am)

)γ) 1
γ

≤
( ∞∑

m=−∞

(
min(1, t2−m)J(2m, am)

)γ) 1
γ

.

Now we put t = 2n and find

K(2n, a) ≤
( ∞∑

m=−∞

(
min(1, 2n−m)J(2m, am)

)γ) 1
γ

=
( ∞∑

m=−∞

(
min(1, 2m)J(2n−m, an−m)

)γ) 1
γ

.
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Using Minkowski’s inequality for infinite series (see [15, p. 123]) we obtain

‖a|Af,q;K‖ =
( ∞∑

n=−∞
f(2n)−qK(2n, a)q

) 1
q

=
([ ∞∑

n=−∞

(
f(2n)−γK(2n, a)γ

)p] 1
p
) 1

γ

≤
([ ∞∑

n=−∞

(
f(2n)−γ

∞∑
m=−∞

min(1, 2m)γJ(2n−m, an−m)γ
)p
] 1

p
) 1

γ

≤
( ∞∑

m=−∞
min(1, 2m)γ

[ ∞∑
n=−∞

(
J(2n−m, an−m)

f(2n)

)γp] 1
p
) 1

γ

≤
( ∞∑

m=−∞
min(1, 2m)γ

[ ∞∑
n=−∞

(
J(2n, an)
f(2n+m)

)γp] 1
p
) 1

γ

≤
( ∞∑

m=−∞

(min(1, 2m)
f(2m)

)γ
[ ∞∑

n=−∞

(
J(2n, an)

f(2n)

)q] 1
p
) 1

γ

=
( ∞∑

m=−∞

[
min

(
1,

1
2−m

)
f̄(2−m)

]γ) 1
γ
[ ∞∑

n=−∞

(
J(2n, an)

f(2n)

)q] 1
q

.

We applied (i) and (ii) of Theorem 2.2.1. The convergence of the integral in the last
line follows from Lemma 2.2.4. Taking the infimum over all appropriate representa-
tions leads to

‖a|Af,q;K‖ ≤ C‖a|Af,q;J‖.

Now we show the converse. Assume a ∈ Af,q;K . From Lemma 2.3.1 and property
(v) of Theorem 2.2.1 follows that

K(t, a) ≤ cf̄(t)‖a|Af,q;K‖ → 0, t → 0

and
K(t, a)

t
≤ c

f̄(t)
t
‖a|Af,q;K‖ → 0, t →∞.

Therefore we can apply Lemma 2.1.3 to get a representation a =
∑
m

am such that

J(2m, am) ≤ cK(2m, a). It follows

( ∞∑
m=−∞

J(2m, am)q

f(2m)q

) 1
q

≤ c

( ∞∑
m=−∞

K(2m, a)q

f(2m)q

) 1
q

.
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This gives the estimate ‖a|Af,q;J‖ ≤ C‖a|Af,q;K‖.

From now on we will omit K and J in the notations.

Theorem 2.3.3 (Interpolation Theorem). Let (A0, A1) and (B0, B1) be compatible
couples of quasi-Banach spaces, % ∈ BK, and 0 < q ≤ ∞. Then

(i) A0 ∩A1 ↪→ A%,q ↪→ A0 + A1,

(ii) A%,q is a quasi-Banach space, and,

(iii) if T is a bounded linear operator from Ai to Bi with norm Mi, i = 0, 1, then
T is bounded from A%,q to B%,q with norm M and

M ≤ M0%̄
(M1

M0

)
.

Remark 2.3.3. If we put %(t) = tθ, we have proved Theorem 2.1.1.

Proof. As in [13, p. 295], the proof follows the classical case [3, pp. 47, 64].
(i) For a ∈ A0 ∩A1, we have

K(t, a) ≤ ‖a|A0‖ and K(t, a) ≤ t‖a|A1‖,

which implies K(t, a) ≤ min(1, t)‖a|A0 ∩A1‖. It follows that

‖a|A%,q‖ =
(∫ ∞

0

(K(t, a)
%(t)

)q dt

t

) 1
q

≤
(∫ ∞

0

(min(1, t)
%(t)

)q dt

t

) 1
q

‖a|A0 ∩A1‖

≤ c

(∫ ∞

0

(
min(1, 1/t)%̄(t)

)q dt

t

) 1
q

‖a|A0 ∩A1‖

= C‖a|A0 ∩A1‖.

Putting s = 1 in Lemma 2.3.1 (i) leads to

‖a|A0 + A1‖ ≤ c%(1)‖a|A%,q‖.

(ii) Because K(t, a) is a equivalent quasi-norm on A0 + A1 (see Lemma 2.1.2) it
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only remains to prove the quasi-triangle inequality. Let a, b ∈ A%,q. Then

(∫ ∞

0

(K(t, a + b)
%(t)

)q dt

t

) 1
q

≤ c

(∫ ∞

0

(K(t, a)
%(t)

+
K(t, b)
%(t)

)q dt

t

) 1
q

≤ c

(∫ ∞

0

(K(t, a)
%(t)

)q dt

t

) 1
q

+
(∫ ∞

0

(K(t, b)
%(t)

)q dt

t

) 1
q

.

To prove the completeness we use Lemma 1.2.2. Take a sequence (aj)j ⊆ A%,q

with
∞∑

j=1
‖aj |Aj,q‖γ < ∞, where (2c)γ = 2 (c is the constant in the quasi-triangle

inequality) and γ < q. Because of A%,q ↪→ A0 + A1 we have
∞∑

j=1
‖aj |A0 + A1‖γ < ∞.

Since A0 + A1 is complete (see Lemma 2.1.1) there is an element a ∈ A0 + A1 and
‖a− aj |A0 + A1‖ → 0.

Then, with the help of Lemma 1.2.2 and Minkowski’s inequality,

‖a|A%,q‖ ∼
(∫ ∞

0

[
%(t)−qK

(
t,
∑

j

aj

)]q dt

t

) 1
q

≤

(∫ ∞

0

[ ∞∑
j=1

(K(t, aj)
%(t)

)γ
] q

γ dt

t

) γ
q

1
γ

≤
( ∞∑

j=1

[∫ ∞

0

(K(t, aj)
%(t)

)q dt

t

] γ
q
) 1

γ

=
( ∞∑

j=1

‖aj |A%,q‖γ

) 1
γ

< ∞

(iii) It holds

K(t, Ta;B0, B1) ≤ inf
a=a0+a1

(
‖Ta0|B0‖+ t‖Ta1|B1‖

)
≤ inf

a=a0+a1

(
M0‖a0|A0‖+ tM1‖a1|A1‖

)
.

This gives

K(t, Ta;B0, B1) ≤ M0K
(M1

M0
t, a;A0, A1

)
,
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and we get

‖Ta|B%,q‖ ∼
(∫ ∞

0

{K(t, Ta;B0, B1)
%(t)

}q dt

t

) 1
q

≤ M0

(∫ ∞

0

{K(tM1/M0, a;A0, A1)
%(t)

}q dt

t

) 1
q

= M0

(∫ ∞

0

{K(t, a;A0, A1)
%(tM0/M1)

}q dt

t

) 1
q

≤ M0%̄
(M1

M0

)
‖a|A%,q‖.

Theorem 2.3.4 (The Reiteration Theorem). Let (A0, A1) a compatible couple of
quasi-Banach spaces. Let 0 < q0, q1 ≤ ∞ and %0, %1 ∈ FP such that

%1

%0

is equivalent

to a continuously differentiable function τ that satisfies

0 < δ ≤
∣∣∣ tτ ′(t)

τ(t)

∣∣∣ ≤ b < 1

for all t > 0 and some δ and b.
Let ϕ ∈ FP and put

%(t) = %0(t)ϕ
(%1(t)

%0(t)

)
, t > 0.

Then % ∈ FP and for 0 < q ≤ ∞ holds

(
A%0,q0

, A%1,q1

)
ϕ,q

= A%,q

with equivalent norms.

Proof. The proof follows the Banach space case in [13, pp. 296 - 299].
At first we assume that

0 < δ ≤ tτ ′(t)
τ(t)

≤ b < 1.

Then τ ∈ BΨ. Take f0, f1, g ∈ BΨ which are equivalent to %0, %1, ϕ, respectively
and put f̃(t) = f0(t)g

(
f1(t)
f0(t)

)
and f(t) = f0(t)g

(
τ(t)

)
. Since g is monotonically

increasing, it follows that f ∼ f̃ ∼ %. Next we show f̃ ∈ BΨ, which implies that
f, % ∈ FP . Putting µi = inf tf ′i(t)

fi(t)
, µ = inf tg′(t)

g(t) , νi = sup tf ′i(t)
fi(t)

, and ν = sup tg′(t)
g(t) ,
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i = 0, 1, we find

tf̃ ′(t)
f̃(t)

=
tf ′0(t)
f0(t)

(
1−

f1(t)
f0(t)g

′
(

f1(t)
f0(t)

)
g
(

f1(t)
f0(t)

) )
+

tf ′1(t)
f1(t)

·
f1(t)
f0(t)g

′
(

f1(t)
f0(t)

)
g
(

f1(t)
f0(t)

) .

Using tf ′0(t)
f0(t) < 1 we get

tf̃ ′(t)
f̃(t)

< 1 +

f1(t)
f0(t)g

′
(

f1(t)
f0(t)

)
g
(

f1(t)
f0(t)

) ( tf ′1(t)
f1(t)

− 1
)

≤ 1 + µ(ν1 − 1) < 1.

Furthermore
tf̃ ′(t)
f̃(t)

≥ µ0(1− ν) + µ1µ > 0.

Let us draw a few conclusions from tτ ′(t)
τ(t) ≥ δ > 0, which we will need in the proof.

It holds (
τ(t)
tδ

)′
=
( tτ ′(t)

τ(t)
+ δ
) τ(t)

tδ+1
≥ 2δ

τ(t)
tδ+1

> 0,

which implies that
τ(t)
tδ

is monotonically increasing. For all 0 < t1 ≤ t2 then holds

τ(t1) ≤ τ(t2)
( t1

t2

)δ

and
τ(t2) ≥ τ(t1)

( t2
t1

)δ
.

This implies
lim
t→0

τ(t) = 0 and lim
t→∞

τ(t) = ∞.

Because τ is strictly increasing and continuous, it follows that it has an inverse
function η for which holds

1
b
≤ sη′(s)

η(s)
=
(

η(s)τ ′
(
η(s)

)
τ
(
η(s)

) )−1

≤ 1
δ
.

This will be used later on for substitution in integrals.
Now we will show that

(
Af0,q0

, Af1,q1

)
g,q

↪→ Af,q. Put Xi = Afi,qi
, i = 0, 1. Let

a ∈ (X0, X1)g,q. Let ai ∈ Xi, i = 0, 1, such that a = a0 + a1. By Lemma 2.3.1 (i) we
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get, using the equivalence f1

f0
∼ τ ,

K(t, a;A0, A1) ≤ K(t, a0;A0, A1) + K(t, a1;A0, A1)

≤ c(f0(t)‖a0|X0‖+ f1(t)‖a1|X1‖)

≤ cf0(t)(‖a0|X0‖+ τ(t)‖a1|X1‖).

It follows that K(t, a;A0, A1) ≤ cf0(t)K(τ(t), a;X0, X1). If we make the substitution
t = η(s) and use the observations made above, we get

‖a|(A0, A1)f,q‖q ∼
∫ ∞

0

[
K(t, a;A0, A1)
f0(t)g

(
τ(t)

) ]q dt

t

≤ c

∫ ∞

0

[
K(τ(t), a;X0, X1)

g
(
τ(t)

) ]q dt

t

= c

∫ ∞

0

[
K(s, a;X0, X1)

g(s)

]q sη′(s)
η(s)

dt

t

≤ c

∫ ∞

0

[
K(s, a;X0, X1)

g(s)

]q dt

t

= c‖a|
(
Af0,q0

, Af1,q1

)
g,q
‖q.

For the converse embedding, Gustavsson uses the substitution method in integrals
of Banach space valued functions. Because we want to avoid integration of quasi-
Banach space valued functions, we transferred the proof of the quasi-Banach case
found in [3, pp. 67-68] to general function parameters.

Take a ∈ Af,q and let Xi be as above. We will show ‖a|Xg,q‖ ≤ c‖a|Af,q‖.
As above, η denotes the inverse function of τ . Then, substituting t = τ(s), using
sτ ′(s)
τ(s) < 1, and changing s back to t, we get

‖a|Xg,q‖ ∼
(∫ ∞

0

[
K(t, a;X0, X1)

g(t)

]q dt

t

) 1
q

=
(∫ ∞

0

[
f0

(
η(t)

)
f
(
η(t)

) K(t, a;X0, X1)
]q dt

t

) 1
q

≤ c

(∫ ∞

0

[
f0(t)
f(t)

K
(
τ(t), a;X0, X1

)]q dt

t

) 1
q

≤ c

( ∞∑
m=−∞

[
f0(2m)
f(2m)

K
(
τ(2m), a;X0, X1

)]q) 1
q

.

For the last inequality we used Theorem 2.3.1.
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We choose a representation a =
∞∑

n=−∞
un with un ∈ A0 ∩A1, such that

∞∑
n=−∞

f(2n)−qJ(2n, un;A0, A1) < ∞.

Let C be the constant in the quasi-triangle inequality of A0 + A1, and define γ by
(2C)γ = 2. If C was chosen large enough, we have γ < q. From Lemma 1.2.2 then
follows for every m ∈ Z

K(t, a;X0, X1) ≤ c
(∑

n

K(t, um−n;X0, X1)γ
) 1

γ
. (2.3.2)

Lemma 2.3.1 (ii) gives

J
(
τ(2n), un;X0, X1

)
≤ cmax

{
‖un|X0‖,

f1(2n)
f0(2n)

‖un|X1‖
}
≤ c

J(2n, un;A0, A1)
f0(2n)

.

Consequently, applying Lemma 2.1.2, we get

K
(
τ(sm), um−n;X0, X1

)
≤ min

{
1,

τ(2m)
τ(2m−n)

}
J
(
τ(2m−n), um−n;X0, X1

)
≤ cmin

{
1,

τ(2m)
τ(2m−n)

}J(2m−n, um−n;A0, A1)
f0(2m−n)

.

(2.3.3)

Combining (2.3.2) and (2.3.3) we see

‖a|Xg,q‖ ≤ c

(∑
m

f(2m)−q
{∑

n

f0(2m)γK
(
τ(2m), um−n;X0, X1

)γ} q
γ

) 1
q

≤ c

(∑
m

f(2m)−q
{∑

n

f0(2m)γ

f0(2m−n)γ
min

{
1,

τ(2m)
τ(2m−n)

}γ
J(2m−n, um−n;A0, A1)γ

} q
γ

) 1
q

.

Using Theorem 2.2.1 (ii) we can seperate the variables m and n. In fact, it holds

f0(2m)
f0(2m−n)

≤ f0(2m)

¯
f0(2−n)f(2m)

= f̄0(2n) and
τ(2m)

τ(2m−n)
≤ τ̄(2n).
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Then, since q
γ > 1, we can apply Minkowski’s inequality and get

‖a|Xg,q‖ ≤ c

(∑
n

f̄0(2n)γ min{1, τ̄(2n)}γ
[∑

m

f(2m)−qJ(2m−n, um−n;A0, A1)q
] γ

q

) 1
γ

.

Finally, by replacing m by m + n in the last sum and by

f(2m+n) ≥
¯
f0(2n)

¯
g
(̄
τ(2n)

)
f0(2m)g

(
τ(2n)

)
we get

‖a|Xg,q‖ ≤ c

(∑
n

f̄0(2n)γ

¯
f0(2n)γ

min{1, τ̄(2n)}γ ḡ
(
τ̄(2−n)

)γ) 1
γ(∑

m

J(2m, um;A0, A1)
f(2m)q

) 1
q

.

Now, taking the infimum, we obtain Af,q ↪→
(
Af0,q0

, Af1,q1

)
g,q

.

Next we consider the case that −b ≤ tτ ′(t)
τ(t)

≤ −δ < 0. We have
t%1(1/t)
t%0(1/t)

∼ τ(1/t)

and
b ≥ t[τ(1/t)]′

τ(1/t)
= −

1/tτ ′(1/t)
τ(1/t)

≥ δ > 0.

So, we can apply the first case and Lemma 2.3.1 (iii) leads to(
(A0, A1)%0,q0

, (A0, A1)%1,q1

)
ϕ,q

=
(
(A1, A0)t%0(1/t),q0

, (A1, A0)t%1(1/t),q1

)
ϕ,q

= (A1, A0)
t%0(1/t)ϕ

(
%1(1/t)

%0(1/t)

)
,q

= (A0, A1)
%0(t)ϕ

(
%1(t)

%0(t)

)
,q
.

Remark 2.3.4. To formulate the condition on the functions %0 and %1 we replaced
τ(t) = %1(t)

%0(t) by τ ∼ %1

%0
. We have done this, because later on we want to apply the

theorem to function parameters %i(t) = tθibi(t), i = 0, 1, with slowly varying bi,
and these are not contained in BΨ and do not even have to be differentiable. See
Corollary 2.4.1.

If we put %i(t) = tθi and ϕ(t) = tη in the above theorem, where θ = (1−η)θ0+ηθ1,
we get %(t) = tθ and receive the well known result stated in Theorem 2.1.4.

Lemma 2.3.2. Let % ∈ FP and let (A0, A1) be a compatible couple of quasi-Banach
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spaces. Let 0 < q ≤ q̃ ≤ ∞. Then

A%,q ↪→ A%,q̃.

Proof. If q̃ = ∞, the inequality of the quasi-norms follows directly from Lemma 2.3.1.
Let now 0 < q ≤ q̃ < ∞. Using Lemma 2.3.1 we get

‖a|A%,q̃‖ =
(∫ ∞

0

(
%(t)−1K(t, a)

)q(
%(t)−1K(t, a)

)q̃−q dt

t

) 1
q̃

≤ c‖a|A%,q‖
q̃−q

q̃ ‖a|A%,q‖
q
q̃

= c‖a|A%,q‖

Remark 2.3.5. Choosing %(t) = tθ, we get the assertion in Theorem 2.1.3 (ii).

2.4 Interpolation with slowly varying parameters

Let b ∈ SV and θ ∈ (0, 1). We have seen in Lemma 2.2.1 that tθb(t) ∈ FP . So, we
can use tθb(t) as a function parameter and we have

‖a|Atθb(t),q‖ =
( ∞∑

m=−∞
2−mθqb(2m)−qK(2m, a)q

) 1
q

∼
(∫ ∞

0
t−θqb(t)−qK(t, a)q dt

t

) 1
q

.

In the following theorem we collect some properties of interpolation spaces with
parameter functions tθb(t).

Theorem 2.4.1. Let A = (A0, A1) a compatible couple of quasi-Banach spaces. Let
b ∈ SV , θ ∈ (0, 1), and 0 < q ≤ ∞.

(i) We have (A0, A1)tθb(t),q = (A1, A0)t1−θb(t−1),q.

(ii) It holds K(s, a) ≤ c sθ b(s) ‖a|Atθb(t),q‖ for all s > 0.

(iii) Let A0 ↪→ A1. Let θ̃ ∈ (0, 1) such that θ < θ̃, and let 0 < q, q̃ ≤ ∞. Then

Atθb(t),q ↪→ A
tθ̃b(t),q̃

.
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Remark 2.4.1. If we put b(t) ≡ 1 in part (iii) of the theorem, we get the mono-
tonicity of classical real interpolation spaces stated in Theorem 2.1.3 (iii).

Proof. (i) and (ii) follow immediately from Lemma 2.3.1.
We prove (iii). The proof is carried over from the classical case, see [21, pp. 25-27]

and [3, pp. 46-47]. From Lemma 2.1.2 and the definition of the K-functional it
follows from A0 ↪→ A1 that K(t, a) = t‖a|A1‖ for all t ∈ (0, 1). Let θ < θ̃ and let
0 < q̃ < ∞. By Theorem 2.3.3, Atθb(t),∞ is an intermediate space. We will now need
the fact that is is continuously embedded in A1. We can write

‖a|A
tθ̃b(t),q̃

‖q̃ =
∫ 1

0
t−θ̃q̃b(t)−q̃K(t, a)q̃ dt

t
+
∫ ∞

1
t−θ̃q̃b(t)−q̃K(t, a)q̃ dt

t

= ‖a|A1‖q̃

∫ 1

0
t(1−θ̃)q̃b(t)−q̃ dt

t
+
∫ ∞

1
t(θ−θ̃)q̃t−θq̃b(t)−q̃K(t, a)q̃ dt

t

≤ c‖a|Atθb(t),∞‖q̃

∫ 1

0

(
t(1−θ̃−ε)

t−εb(t)

)q̃ dt

t
+ ‖a|Atθb(t),∞‖q̃

∫ ∞

1
t(θ−θ̃)q̃ dt

t

≤ c‖a|Atθb(t),∞‖q̃,

where we used that t−εb(t) is equivalent to a non-increasing function for each ε ∈
(0, 1). Then we chose ε < 1− θ̃ to get a finite integral.

Now we choose q with 0 < q ≤ ∞. Then from Lemma 2.3.2 follows

Atθb(t),q ↪→ Atθb(t),∞ ↪→ A
tθ̃b(t),q̃

↪→ A
tθ̃b(t),∞.

In the following corollary we formulate the reiteration theorem for slowly varying
parameters. It has been stated in [11, p. 91].

Corollary 2.4.1. Let (A0, A1) a compatible couple of quasi-Banach spaces. For
i = 0, 1 suppose 0 < qi ≤ ∞, bi ∈ SV , and θi ∈ (0, 1) with θ0 6= θ1.

Take d ∈ SV , η ∈ (0, 1), and put

θ = (1− η)θ0 + ηθ1 and b(t) = b0(t)1−ηb1(t)ηd
(
tθ1−θ0

b1(t)
b0(t)

)
.

Then b is slowly varying and for every 0 < q ≤ ∞ holds(
Atθ0b0(t),q0

, Atθ1b1(t),q1

)
tηd(t),q

= Atθb(t),q.
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Proof. From Theorem 1.4.1 (iv) follows that b ∈ SV . To prove the corollary, we will
apply Theorem 2.3.4 with %i(t) = tθibi(t), i = 0, 1, and ϕ(t) = tηd(t). To this end,
we have to show that %1(t)

%0(t) = tθ1−θ0 b1(t)
b0(t) satisfies the condition in Theorem 2.3.4. If

θ0 < θ1, it follows from Lemmas 2.2.1 and 2.2.5 that tθ1−θ0 b1(t)
b0(t) is equivalent to a

function τ ∈ BΨ. Hence, the assumption for Theorem 2.3.4 is fulfilled. On the other
hand, if θ1 < θ0, we have that tθ1−θ0 b1(t)

b0(t) is equivalent to a function 1
τ with τ ∈ BΨ.

Observing that
t
(

1
τ(t)

)′
1

τ(t)

= − tτ ′(t)
τ(t)

we see that we can apply Theorem 2.3.4 in this case, too.

Proposition 2.4.1. Let 0 < r < q ≤ ∞. Let b ∈ SV , θ ∈ (0, 1), 1
p = 1−θ

r , and
b̃(t) = b(t1/r)−1. Then

(Lr, L∞)tθb(t),q = Lp,q;b̃.

Proof. In Theorem 1.4.1 (i) we showed that b̃ is slowly varying. Then, utilizing
Example 2.1.1, we get

‖f |
(
Lr(Ω), L∞(Ω)

)
tθb(t),q

‖

∼
[∫ ∞

0
t−θqb(t)−q

(∫ tr

0
sf∗(s)

ds

s

) q
r dt

t

] 1
q

=
[∫ ∞

0
t−θqb(t)−q

(∫ 1

0
strf∗(str)r ds

s

) q
r dt

t

] 1
q

=
[∫ ∞

0

(∫ 1

0
st(1−θ)rb(t)−rf∗(str)r ds

s

) q
r dt

t

] r
q

1
r

≤
{∫ 1

0

[∫ ∞

0
s

q
r t(1−θ)qb(t)−qf∗(str)q dt

t

] r
q ds

s

} 1
r

= c

{∫ 1

0

[
s−

(1−θ)q
r

∫ ∞

0
t

(1−θ)q
r b

(
s−

1
r t

1
r
)−q

f∗(t)q dt

t

] r
q

ds

} 1
r

≤ c

(∫ 1

0
s
−(1−θ)− ε

q ds

) 1
r
(∫ ∞

0
t

(1−θ)q
r b

(
t

1
r
)−q

f∗(t)q dt

t

) 1
q

= c

(∫ 1

0

ds

s
1−θ+ ε

q

) 1
r
(∫ ∞

0
t

q
p b̃(t)qf∗(t)q dt

t

) 1
q

= c‖f |Lp,q;b̃(Ω)‖,

where we applied Minkowski’s inequality and used the property of slowly varying
functions stated in Theorem 1.4.1 (ii).
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Conversely, starting with the third line of the previous estimate and using that f∗

is non-increasing,

‖f |
(
Lr(Ω), L∞(Ω)

)
tθb(t),q

‖ ≥
(∫ ∞

0
t(1−θ)qb(t)−qf∗(tr)q dt

t

) 1
q

= c

(∫ ∞

0
t

(1−θ)q
r b

(
t

1
r
)−q

f∗(t)q dt

t

) 1
q

= c‖f |Lp,q;b̃(Ω)‖.

On the basis of Proposition 2.4.1 we can prove the following theorem. This has
been done in [11, p.100].

Theorem 2.4.2. Let bi ∈ SV , 0 < pi, qi, q ≤ ∞, i = 0, 1, such that p0 6= p1 and let
η ∈ (0, 1) and d ∈ SV .

Put
1
p

=
1− η

p0
+

η

p1
and

b(t) = b0(t)1−ηb1(t)ηd
(
t

1
p0
− 1

p1
b0(t)
b1(t)

)−1
.

Then (
Lp0,q0;b0(Ω), Lp1,q1;b1(Ω)

)
tηd(t),q

= Lp,q;b(Ω).

Proof. Let r < min(p0, p1) and let θi be defined by 1
pi

= 1−θi
r , i = 0, 1. Applying

Proposition 2.4.1 we get (we omit (Ω) temporarily)

(
Lp0,q0;b0 , Lp1,q1;b1

)
tηd(t),q

=
(
(Lr, L∞)tθ0b0(tr)−1,q0

, (Lr, L∞)tθ1b1(tr)−1,q1

)
tηd(t),q

.

Now, put θ = (1− η)θ0 + ηθ1 and

b̃(t) =
1

b0(tr)1−η

1
b1(tr)η

d
(
tθ1−θ0

b0(tr)
b1(tr)

)
.

Hence, using the Reiteration Theorem (Corollary 2.4.1),

(
Lp0,q0;b0 , Lp1,q1;b1

)
tηd(t),q

=
(
Lr, L∞

)
tθ b̃(t),q

.

Observing that p = 1−θ
r and b(t) = b̃

(
t

1
r

)−1 we apply again Proposition 2.4.1 and
the proof is complete.
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2.5 Interpolation with logarithmic parameters

Let

l1(t) := 1 + |log t|,

l2(t) := 1 +
∣∣log

(
1 + |log t|

)∣∣,
li+1(t) := 1 +

∣∣log
(
li(t)

)∣∣, for i ∈ N.

For N ∈ N and ᾱ = (α1, . . . , αN ) ∈ RN we put

λᾱ(t) =
N∏

i=1

li(t)αi .

In Example 1.4.1 we saw that λᾱ is slowly varying. So we can use it for interpolation
as in the previous section. For 0 < q ≤ ∞, we denote the outcoming spaces by

Aθ,ᾱ,q = Aθ,α1,...,αN ,q := Atθλᾱ(t),q.

That means

‖a|Aθ,α1,...,αN ,q‖ =
( ∞∑

m=−∞

{
2−mθl1(2m)−α1 · · · lN (2m)−αN K(2m, a)

}q
) 1

q

∼
(∫ ∞

0

{
t−θl1(t)−α1 · · · lN (t)−αN K(t, a)

}q dt

t

) 1
q

Lemma 2.5.1. (i) Let f, g : (0,∞) → (0,∞) such that f ∼ g. Then l1 ◦f ∼ l1 ◦g.

(ii) Let r ∈ R. Then l1(tr) ∼ l1(t).

(iii) Let N ∈ N, ᾱ = (α1, . . . , αN ) ∈ RN , and r ∈ R. Then λᾱ(tr) ∼ λᾱ(t).

Proof. (i) We have f(t) ≤ c1g(t) and g(t) ≤ c2f(t) for all t > 0. If f(t) ≥ 1, we can
write

1 + |log
(
f(t)

)
| ≤ 1 + |log

(
c1g(t)

)
| ≤ (1 + |log c1|)

(
1 + |log

(
g(t)

)
|
)
.

If 0 < f(t) < 1, then

1 + |log
(
f(t)

)
| ≤ 1 + |log

(
1
c2

g(t)
)
| ≤ (1 + |log 1

c2
|)
(
1 + |log

(
g(t)

)
|
)
.
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So, we arrived at

1 + |log
(
f(t)

)
| ≤ max(1 + |log c1|, 1 + |log c2|)

(
1 + |log

(
g(t)

)
|
)

for all t > 0. The same holds if we exchange f and g.
(ii) With r ∈ R we have

min(1, |r|)(1 + |log t|) ≤ 1 + |r||log t| ≤ max(1, |r|)(1 + |log t|).

(iii) From (i) and (ii) it follows li(tr) ∼ li(t) for all i = 1, . . . , N . Consequently, we
get (iii).

The following lemma shows that, if A0 ↪→ A1, we only have to consider t > 1 to
characterize logarithmic interpolation spaces. This properity is mentioned in [5, p.
234].

Lemma 2.5.2. Let (A0, A1) with A0 ↪→ A1, θ ∈ (0, 1), and 0 < q ≤ ∞. Let N ∈ N
and ᾱ = (α1, . . . , αN ) ∈ RN . Then

‖a|Aθ,ᾱ,q‖ ∼
(∫ ∞

1
t−θqλᾱ(t)−qK(t, a)q dt

t

) 1
q

∼
( ∞∑

m=1

t−θqλᾱ(2m)−qK(2m, a)q

) 1
q

.

Proof. Because of A0 ↪→ A1 it holds, if 0 < t < 1, that K(t, a) = t‖a|A1‖. Using
Lemma 2.5.1 (iii) and Lemma 2.1.2 we can write∫ 1

0
t−θqλᾱ(t)−qK(t, a)q dt

t
=
∫ 1

0
t(1−θ)qλᾱ(t)−q‖a|A1‖q dt

t

=
θ

1− θ

∫ ∞

1
τ−θqλᾱ(τ)−q‖a|A1‖q dτ

τ

≤ θ

1− θ

∫ ∞

1
τ−θqλᾱ(τ)−qK(τ, a)q dτ

τ
.

Here we made the transformation t = τ−
θ

1−θ . Now we have

‖a|Aθ,ᾱ,q‖q ≤ 1
1− θ

∫ ∞

1
t−θqλᾱ(t)−qK(t, a)q dt

t
.

Since the converse inequality is trivial, the result follows.
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Lemma 2.5.3. (i) For all ε > 0 and ᾱ ∈ RN it holds∫ ∞

1

dt

t1+ελᾱ(t)
< ∞.

(ii) Let j ∈ {1, . . . , N} and αj+1, . . . , αN ∈ R. Then∫ ∞

1

dt

t l1(t) · · · lj−1(t) lj(t)1+ε lj+1(t)αj+1 · · · lN (t)αN
< ∞,

for all ε > 0.

Proof. (i) Because tδli(t)αi → ∞ as t → ∞ for all δ > 0 and αi ∈ R, i = 1, . . . , N ,
we have ∫ ∞

1

dt

t1+ελᾱ(t)
=
∫ ∞

1

1
t1+ε/2

· 1
tε/2λᾱ(t)

dt ≤ c

∫ ∞

1

dt

t1+ε/2
< ∞.

(ii) Let ε > 0. For t > 1 let f(t) := −1
ε lj(t)−ε. Then

f ′(t) = lj(t)−ε−1 · l′j(t) =
1

t l1(t) · · · lj−1(t) lj(t)1+ε
.

Therefore ∫ ∞

1

dt

t l1(t) · · · lj−1(t) lj(t)1+ε
=

1
εlj(1)ε

=
1
ε
.

Then, as in the proof of (i),∫ ∞

1

dt

t l1(t) · · · lj−1(t) lj(t)1+ε lj+1(t)αj+1 · · · lN (t)αN

=
∫ ∞

1

1
t l1(t) · · · lj−1(t) lj(t)1+ε/2

· 1
lj(t)ε/2 lj+1(t)αj+1 · · · lN (t)αN

dt

≤ c

∫ ∞

1

dt

t l1(t) · · · lj−1(t) lj(t)1+ε/2
< ∞.

The next theorem is a generalization of a theorem about Lorentz-Zygmund spaces
given in [1, pp.31-32].

Theorem 2.5.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let N ∈ N.
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(i) Let 0 < θ < θ̃ < 1, ᾱ0, ᾱ1 ∈ RN , and 0 < q, q̃ ≤ ∞. Then

Aθ,ᾱ0,q ↪→ Aθ̃,ᾱ1,q̃.

(ii) Let θ ∈ (0, 1), ᾱ0 = (α1, . . . , αN ) ∈ RN , and ᾱ1 = (α̃1, . . . , α̃N ) ∈ RN . If there
is a number j ∈ {1, . . . , N} such that either

q ≤ q̃, αk = α̃k for k = 1, . . . , j − 1, and αj < α̃j (2.5.1)

or

q > q̃, α̃k − αk =
1
q̃
− 1

q
, for k = 1, . . . , j − 1, and α̃j − αj >

1
q̃
− 1

q
,

(2.5.2)
then

Aθ,ᾱ0,q ↪→ Aθ,ᾱ1,q̃.

Remark 2.5.1. For a better understanding we want to discuss the result of the
theorem for N = 2. We have to consider the embedding

Aθ,α1,α2,q ↪→ Aθ̃,α̃1,α̃2,q̃.

Part (i) says that, if θ < θ̃, the “distance” of the spaces is so big that the influence
of the parameters α1, α2, and q is too small to affect the embedding.

In part (ii) the spaces come closer, i.e. we have θ = θ̃. Therefore α1 is the next
most dominant parameter. But now, in contrast to (i), the relation between q and q̃

is important.
Suppose that q ≤ q̃. Then, if α1 < α̃1, we get the embedding for any α2 and α̃2.

If, on the other hand, α1 = α̃1, then the finer tuning is done by α2: the embedding
holds if α2 < α̃2.

Suppose that q > q̃. Now α1 < α̃1 is not sufficient. But if the distance between α1

and α̃1 is greater than 1
q̃−

1
q , the embedding holds for any α2 and α̃2. If α̃1−α1 = 1

q̃−
1
q

then we need α̃2 − α2 > 1
q̃ −

1
q to prove the embedding. The reason for that is that

in the proof we will need the appearing integrals to be convergent. We showed this
convergence in Lemma 2.5.3.
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Proof. (i) Let 0 < θ < θ̃ < 1. Then

‖a|Aθ̃,ᾱ1,q̃‖
q̃ =

∫ ∞

1
{t−θ̃λᾱ1(t)−1K(t, a)}q̃ dt

t

=
∫ ∞

1
{t−θλᾱ0(t)−1K(t, a)}q̃ · {tθ−θ̃λᾱ0−ᾱ1(t)}q̃ dt

t

≤ ‖a|Aθ,ᾱ0,∞‖q̃ ·
∫ ∞

1

dt

t1+(θ̃−θ)q̃λᾱ1−ᾱ0(t)q̃

≤ ‖a|Aθ,ᾱ0,∞‖q̃

according to Lemma 2.5.3 (i). Then the result follows from Lemma 2.3.2.
(ii) Firstly, let q = q̃ and ᾱ0 and ᾱ1 as in (2.5.1). Then

‖a|Aθ,ᾱ1,q‖q

=
∫ ∞

1

{
t−θ l1(t)−α̃1 · · · lN (t)−α̃N K(t, a)

}q dt

t

=
∫ ∞

1

{
t−θ l1(t)−α1 · · · lN (t)−αN K(t, a)

}q ·
{
lj(t)αj−α̃j · · · lN (t)αN−α̃N

}q dt

t
.

Because α̃j − αj > 0 the term lj(t)αj−α̃j · · · lN (t)αN−α̃N tends to zero as t →∞. So
the last integral is smaller or equal c‖a|Aθ,ᾱ0,q‖q with c > 0.

Then, if q ≤ q̃, we get with Lemma 2.3.2

Aθ,ᾱ0,q ↪→ Aθ,ᾱ1,q ↪→ Aθ,ᾱ1,q̃.

Now, let condition (2.5.2) be true. Then, by applying Hölder’s inequality with
conjugate exponents q

q̃ and q
q−q̃ , we find

‖a|Aθ,ᾱ1,q̃‖q̃ =
∫ ∞

1

{
t−θλᾱ0(t)−1K(t, a)

}q̃ · λᾱ0−ᾱ1(t)q̃ dt

t

≤
(∫ ∞

1

{
t−θλᾱ0(t)−1K(t, a)

}q dt

t

) q̃
q

·
(∫ ∞

1

dt

t λ qq̃
q−q̃

(ᾱ1−ᾱ0)(t)

)1− q̃
q

.

(2.5.3)

Condition (2.5.2) implies

λ qq̃
q−q̃

(ᾱ1−ᾱ0)(t)

= l1(t) · · · lj−1(t)
(
lj(t)α̃j−αj lj+1(t)α̃j+1−αj+1 · · · lα̃N−αN

N

) qq̃
q−q̃

,
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and qq̃
q−q̃ (α̃j − αj) > 1. Consequently, the last integral in (2.5.3) is convergent as we

showed in Lemma 2.5.3 (ii), and the assertion is proved.

Remark 2.5.2. If we have αi = α̃i for all i = 1, . . . , N and q ≤ q̃ in Theorem
2.5.1 (ii), then

Aθ,ᾱ0,q ↪→ Aθ,ᾱ0,q̃.

This follows from Lemma 2.3.2.

Remark 2.5.3. If the couple (A0, A1) is not ordered, we still have

Aθ,ᾱ0,q ↪→ Aθ,ᾱ1,q

if αi ≤ α̃i for all i = 1, . . . , N . This follows directly from the definition of the spaces,
because li(t) ≥ 1 for i = 1, . . . , N and all t > 0.

Next, we state the Reiteration Theorem for logarithmic parameters. Compare [8,
p. 921] and [10, p. 241].

Corollary 2.5.1. Let (A0, A1) a compatible couple of quasi-Banach spaces. For
i = 0, 1 let 0 < qi ≤ ∞, ᾱ0, ᾱ1 ∈ RN , and let θ0 6= θ1. Then, for β̄ ∈ RN , η ∈ (0, 1),
and 0 < q ≤ ∞, we have

(
Aθ0,ᾱ0,q0

, Aθ1,ᾱ1,q1

)
η,β̄,q

= Aθ,ᾱ,q,

where
θ = (1− η)θ0 + ηθ1 and ᾱ = (1− η)ᾱ0 + ηᾱ1 + β̄.

Proof. We apply Corollary 2.4.1 with bi(t) = λᾱi(t) and d(t) = λβ̄(t). Because

λβ̄

(
tθ1−θ0λᾱ1−ᾱ0(t)

)
∼ λβ̄(t), the corollary is proved.

Now we specify Corollary 2.4.1 choosing b ∈ SV as λᾱ.

Corollary 2.5.2. Let 0 < r < q ≤ ∞. Let ᾱ ∈ RN , θ ∈ (0, 1), and 1
p = 1−θ

r . Then

(
Lr(Ω), L∞(Ω)

)
θ,ᾱ,q

= Lp,−ᾱ,q(Ω).

Proof. The assertion follows directly from Corollary 2.4.1 by observing that

b̃(t) = λᾱ

(
t

1
r
)−1 ∼ λ−ᾱ(t).
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Finally, we interpolate generalized Lorentz-Zygmund spaces.

Corollary 2.5.3. Let ᾱi ∈ RN , 0 < pi, qi, q ≤ ∞, i = 0, 1, such that p0 6= p1 and let
η ∈ (0, 1) and β̄ ∈ RN . Put

1
p

=
1− η

p0
+

η

p1
and ᾱ = (1− η)ᾱ0 + ηᾱ1 − β̄.

Then (
Lp0,ᾱ0,q0

(Ω), Lp1,ᾱ1,q1
(Ω)
)
η,β̄,q

= Lp,ᾱ,q(Ω).

Proof. The proof is analogous to the proof of Theorem 2.4.2.
Let r < min(p0, p1) and choose θi ∈ (0, 1) such that 1

pi
= 1−θi

r , i = 0, 1. Put
θ = (1− η)θ0 + ηθ1 and γ̄ = (1− η)(−ᾱ0) + η(−ᾱ1) + β̄. Observe that p = 1−θ

r and
ᾱ = −γ̄.

Now, by applying Proposition 2.5.2, the Reiteration Theorem (Corollary 2.5.1),
and again Proposition 2.5.2, we get(

Lp0,ᾱ0,q0
(Ω), Lp1,ᾱ1,q1

(Ω)
)
η,β̄,q

=
(
(Lr, L∞)θ0,−ᾱ0,q0

, (Lr, L∞)θ1,−ᾱ1,q1

)
η,β̄,q

=
(
Lr, L∞

)
θ,γ̄,q

= Lp,ᾱ,q.

Remark 2.5.4. If we put ᾱi = 0 in Corollary 2.5.3, then we get

(
Lp0,q0(Ω), Lp1,q1(Ω)

)
η,β̄,q

= Lp,−β̄,q(Ω).

If we put β̄ = 0 as well, we receive the classical result stated in Theorem 2.1.5 above.
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3 Characterization of Extrapolation
Spaces

3.1 ∆-Extrapolation

Recall the logarithmic function parameters

λᾱ(t) = l1(t)α1 · · · lN (t)αN ,

where ᾱ = (α1, . . . , αN ), l1(t) = 1+|log t|, and li(t) = 1+log(li−1(t)) for i = 2, 3, . . . .
Here and in the following sections we will also use functions defined by

l∗1(t) = t, l∗2(t) = log t, . . . , l∗i (t) = log
(
l∗i−1(t)

)
,

and

λ∗ᾱ(t) =
N∏

i=1

l∗i (t)
αi , ᾱ = (α1, . . . , αN ) ∈ RN ,

for all t > 0. There are numbers ti > 0 such that, if we restrict the functions l∗i to
the sets (ti,∞), we have

l1(2t) ∼ l∗1(t), l2(2t) ∼ l∗2(t), . . . , li(2t) ∼ l∗i (t)

and
λᾱ(2t) ∼ λ∗ᾱ(t).

Definition 3.1.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q ≤ ∞, and θ ∈ (0, 1).

(i) Let α > 0 and j0 ∈ N such that θ + 2−j0 ∈ (0, 1). We define ∆αAθ,q to be the
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space of all a ∈
∞⋂

j=j0

Aθ+2−j ,q with

‖a|∆αAθ,q‖ :=
( ∞∑

j=j0

2−jαq‖a|Aθ+2−j ,q‖q

) 1
q

< ∞

if q < ∞. The space ∆αAθ,∞ is determined by

‖a|∆αAθ,∞‖ := sup
j≥j0

2−jα‖a|Aθ+2−j ,∞‖ < ∞.

(ii) Let N ∈ N, (α1, . . . , αN−1) ∈ RN−1, and αN > 0. We define ∆αN Aθ,α1,...,αN−1,q

to be the space of all a ∈
∞⋂

j=1
Aθ,α1,...,αN−1+2−j ,q with

‖a|∆αN Aθ,α1,...,αN−1,q‖ :=
( ∞∑

j=1

2−jαN q‖a|Aθ,α1,...,αN−1+2−j ,q‖q

) 1
q

< ∞.

The case q = ∞ is treated as in (i) above.

(iii) We put

∆0Aθ,q := Aθ,q and ∆0Aθ,α1,...,αN−1,q := Aθ,α1,...,αN−1,q.

Remark 3.1.1. In Theorem 2.5.1 we have seen that, if A0 ↪→ A1, we have

Aθ,q ↪→ Aθ̃,q

for 0 < θ < θ̃ < 1 and

Aθ,α1,...,αN−2,αN−1,q ↪→ Aθ,α1,...,αN−2,α̃N−1,q

for αN−1 < α̃N−1. Therefore,

∞⋂
j=j0

Aθ+2−j ,q and
∞⋂

j=j1

Aθ,α1,...,αN−1+2−j ,q (3.1.1)

do not depend on the starting points j0 and j1, respectively.
If we use couples (A0, A1) that are not ordered, the first intersection in (3.1.1) is

different for different j0. Consequently, the outcoming extrapolation spaces depend
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on j0, as we will see in Section 3.3 below. In contrast to that, the monotonicity
in αN−1 of the logarithmic spaces (with fixed θ and q) still holds, as we stated in
Remark 2.5.3.

The following lemma contains two calculations which we will need in the proof of
the next theorem.

Lemma 3.1.1. Let 0 < q ≤ ∞.

(i) Let κ > 0. Then
∞∑

j=j0

2−jκq−t2−jq ∼ t−κq

for t ∈ (1,∞).

(ii) Let N ∈ N and κ > 0. Then

∞∑
j=1

2−jκq l∗N (t)−2−jq ∼ l∗N+1(t)
−κq

for t ∈ (1,∞).

Proof. The proof of (i) is taken from [5, p.237] although the same equivalence is
proven in a different way in [18, pp. 81-82]. Choosing t > 1 and j = k + [log t] we
get

∞∑
j=j0

2−jκq−t2−jq = 2−[log t]κq
∞∑

k=j0−[log t]

2−kκq− t

2[log t]
2−kq

∼ t−κq
∞∑

k=j0−[log t]

2−kκq−2−kq

∼ t−κq.

The last sum is equivalent to 1 because

2−q ≤
[log t]−j0∑

k=1

2kκq−2kq +
∞∑

k=0

2−kκq−2−kq

≤
∞∑

k=1

2kκq−2kq +
∞∑

k=0

2−kκq ≤ c,

where c is independent of t.
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(ii) Choosing t > 1 and j = k + [l∗N+2(t)] we get

∞∑
j=1

2−jκq l∗N (t)−2−jq ∼ 2−l∗N+2(t)κq
∞∑

k=1−[l∗N+2(t)]

2−kκq l∗N (t)−2−k2
−l∗N+2(t)

q

= l∗N+1(t)
−κq

∞∑
k=1−[l∗N+2(t)]

2−kκq
(
l∗N (t)l∗N+1(t)−1

)−2−kq

= l∗N+1(t)
−κq

∞∑
k=1−[l∗N+2(t)]

2−kκq 2−2−kq

∼ l∗N+1(t)
−κq.

The last sum is the same one as in the proof of (i) and therefore equivalent to 1.

Theorem 3.1.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q ≤ ∞ and θ ∈ (0, 1).

(i) Let α ≥ 0. Then
∆αAθ,q = Aθ,α,q.

(ii) Let N ∈ N, N ≥ 2, ᾱ = (α1, . . . , αN−1) ∈ RN−1, and αN ≥ 0. Then

∆αN Aθ,α1,...,αN−1,q = Aθ,α1,...,αN−1,αN ,q.

Proof. (i) The proof is taken from [5]. We assume q < ∞. The case q = ∞ follows
by the same arguments.

For α = 0 there is nothing to show. Let α > 0. Using the definitions of the inter-
polation, logarithmic interpolation, and extrapolation methods and Lemma 3.1.1 (i)
with κ = α we get

‖a|∆αAθ,q‖q =
∞∑

j=j0

2−jα1q
∞∑

m=1

2−mθq−m2−jqK(2m, a)q

=
∞∑

m=1

2−mθqK(2m, a)q
∞∑

j=j0

2−jαq2−m2−jq

∼
∞∑

m=1

2−mθqm−αqK(2m, a)q

= ‖a|Aθ,α,q‖q
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(ii) Again, for αN = 0 there is nothing to prove. Let αN > 0. We use the
equivalence of li(2t) and l∗i (t) and Lemma 3.1.1 (ii) with κ = αN to get

∞∑
j=1

2−jαN q‖a|Aθ,α1,...,αN−1+2−j ,q‖q

∼
∞∑

j=1

2−jαN q
∞∑

m=1

2−mθq l1(2m)−α1q · · · lN−1(2m)−(αN−1+2−j)qK(2m, a)q

=
∞∑

m=1

2−mθqλᾱ(2m)−qK(2m, a)q
∞∑

j=1

2−jαN q lN−1(2m)−2−jq

∼
∞∑

m=1

2−mθqλᾱ(2m)−q lN (2m)−αN q K(2m, a)q

∼ ‖a|Aθ,α1,...,αN−1,αN ,q‖.

Definition 3.1.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q ≤ ∞, θ ∈ (0, 1), and j0 ∈ N such that θ + 2−j ∈ (0, 1) for all
j ≥ j0. Let N ∈ N, and ᾱ = (α1, . . . , αN ) with αi ≥ 0 for all i = 1, . . . , N .

We define ∆ᾱAθ,q to be the space consisting of all a ∈
∞⋂

j=j0

Aθ+2−j ,q with

‖a|∆ᾱAθ,q‖ :=
( ∞∑

j=j0

λᾱ

(
22j)−q ‖a|Aθ+2−j ,q‖q

) 1
q

< ∞.

Example 3.1.1. We choose N = 2 and ᾱ = (α1, α2). Then

λᾱ

(
22j)

=
(
1 + log 22j)α1

(
1 + log(1 + log 22j

)
)α2

∼ 2jα1(1 + log 2j)α2

∼ 2jα1jα2 .

So, we have

‖a|∆(α1,α2)Aθ,q‖ ∼
( ∞∑

j=j0

2−jα1q j−α2q ‖a|Aθ+2−j ,q‖q

) 1
q

.

Choosing N = 1 we recover Definition 3.1.1 (i).

Theorem 3.1.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
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A0 ↪→ A1. Let q, θ, N , and ᾱ as in the above definition. Then

∆ᾱAθ,q = Aθ,ᾱ,q.

Proof. We prove the theorem by induction. For N = 1 the assertion is true, as
we proved in Theorem 3.1.1 (i). Assume that the assertion holds for N ∈ N. If
αN+1 > 0, then, using Theorem 3.1.1 (ii), we can write

‖a|Aθ,α1,...,αN+1,q‖q

∼ ‖a|∆αN+1Aθ,α1,...,αN ,q‖q

∼
∞∑

k=1

2−kαN+1q ‖a|Aθ,α1,...,αN−1,αN+2−k,q‖q

∼
∞∑

k=1

2−kαN+1q
∞∑

j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN+2−k)q ‖a|Aθ+2−j ,q‖q

∼
∞∑

j=j0

2−jα1q l1(2j)−α1q . . . lN−1(2j)−αN q

( ∞∑
k=1

2−kαN+1q lN−1(2j)−2−kq

)
‖a|Aθ+2−j ,q‖q

∼
∞∑

j=j0

2−jα1q l1(2j)−α1q . . . lN−1(2j)−αN q lN (2j)−αN+1q ‖a|Aθ+2−j ,q‖q.

For the sum in the big parenthesis we used Lemma 3.1.1 (put l∗0(j) = 2j in case
N = 1).

If αN+1 = 0, then

‖a|Aθ,α1,...,αN+1,q‖q ∼ ‖a|Aθ,α1,...,αN ,q‖q

∼
∞∑

j=1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q lN (2j)−0·q ‖a|Aθ+2−j ,q‖q.

In Definition 3.1.1 we deal with interpolation spaces Aθ+2−j ,q. In applications we
need q depending on j. Now we show that this is possible and leads to the same
logarithmic interpolation spaces.

Theorem 3.1.3. Let A0 and A1 be quasi-Banach spaces with A0 ↪→ A1. Let 0 <

q ≤ ∞, 0 < θ < 1, r > 0, and let j0 = j0(θ) ∈ N such that, for all j ≥ j0, we have
θ + 2−j ∈ (0, 1). Let N ∈ N and ᾱ = (α1, . . . , αN ) with αi ≥ 0 for all i = 1, . . . , N .
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Put 1
sj

= 1
q + 1

r2j . Then

‖a|∆ᾱAθ,q‖ ∼
( ∞∑

j=j0

λᾱ

(
22j)−q ‖a|Aθ+2−j ,sj

‖q

) 1
q

.

Proof. Because sj < q we get for all j ≥ j0

‖a|Aθ+2−j ,q‖ =
( ∞∑

m=1

2−mq(θ+2−j)K(2m, a)q

)1/q

≤
( ∞∑

m=1

2−msj(θ+2−j)K(2m, a)sj

)1/sj

= ‖a|Aθ+2−j ,sj
‖.

This implies

‖a|∆ᾱAθ,q‖ ≤
( ∞∑

j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖a|Aθ+2−j ,sj
‖q

) 1
q

.

Conversely, using Hölder’s inequality, we get

‖a|Aθ+2−j ,sj
‖ =

( ∞∑
m=1

2−msj(θ+2−j)K(2m, a)sj

)1/sj

=
( ∞∑

m=1

2−msj(θ+2−j−1)K(2m, a)sj · 2msj(2
−j−2−j−1)

) 1
sj

≤ ‖a|Aθ+2−j−1,q‖
( ∞∑

m=1

2−mr/2

) 1

r2j

≤ c‖a|Aθ+2−j−1,q‖.

The function l1(2j)−α2 · · · lN−1(2j)−αN is equivalent to a slowly varying function b.
Theorem 1.4.1 (ii) implies b(j − 1) = b( j−1

j j) ≤ c j
j−1b(j). With that and with the
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above estimate we get

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖a|Aθ+2−j ,sj
‖q

≤ c

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖a|Aθ+2−j−1,q‖q

≤ c

∞∑
j=j0+1

2−(j−1)α1qb(j − 1)q ‖a|Aθ+2−j ,q‖q

≤ c2α1q sup
j≥j0

j

j − 1

∞∑
j=j0+1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖a|Aθ+2−j ,q‖q

= C‖a|∆ᾱAθ,q‖q.

3.2 Σ-Extrapolation

Definition 3.2.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < θ < 1 and 0 < q ≤ ∞.

(i) Let α < 0 and j0 ∈ N such that θ − 2−j0 ∈ (0, 1). We let ΣαAθ,q be the space

of all a ∈ A1 with a =
∞∑

j=j0

aj (convergence in A1) and aj ∈ Aθ−2−j ,q such that

( ∞∑
j=j0

2−jαq‖aj |Aθ−2−j ,q‖q

) 1
q

< ∞. (3.2.1)

We put

‖a|ΣαAθ,q‖ = inf
( ∞∑

j=j0

2−jαq‖aj |Aθ−2−j ,q‖q

) 1
q

,

where the infimum is taken over all decompositions with (3.2.1). In the case
q = ∞, the definition is modified in the usual way.

(ii) Let N ∈ N, N ≥ 2, α1, . . . , αN−1 ∈ R, and αN < 0. We let ΣαN Aθ,α1,...,αN−1,q

be the space of all a ∈ A1 with a =
∞∑

j=1
aj (convergence in A1) and aj ∈
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Aθ,α1,...,αN−2,αN−1−2−j ,q such that

( ∞∑
j=1

2−jαN q‖aj |Aθ,α1,...,αN−2,αN−1−2−j ,q‖q

) 1
q

< ∞. (3.2.2)

We put

‖a|ΣαN Aθ,α1,...,αN−1,q‖ = inf
( ∞∑

j=1

2−jαN q‖aj |Aθ,α1,...,αN−2,αN−1−2−j ,q‖q

) 1
q

,

where the infimum is taken over all decompositions with (3.2.2). If q = ∞, use
the usual modification.

(iii) We put

Σ0Aθ,q := Aθ,q and Σ0Aθ,α1,...,αN−1,q := Aθ,α1,...,αN−1,q.

Theorem 3.2.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q ≤ ∞, and θ ∈ (0, 1).

(i) Let α ≤ 0. Then
ΣαAθ,q = Aθ,α,q.

(ii) Let N ∈ N, N ≥ 2, α1, . . . , αN−1 ∈ R, and αN ≤ 0. Then

ΣαN Aθ,α1,...,αN−1,q = Aθ,α1,...,αN ,q.

Proof. (i) The proof is taken from [4, pp. 69-71]. We use the J-Method of Real
Interpolation. For given a ∈ ΣαAθ,q and ε > 0 we can choose a representation

a =
∞∑

j=j0

aj with aj ∈ Aθ−2−j ,q such that

∞∑
j=j0

2−jαq‖aj |Aθ−2−j ,q‖q ≤ (1 + ε)‖a|ΣαAθ,q‖q, (3.2.3)

using Definition 3.2.1. Now we decompose aj =
∞∑

m=1
am

j , j ≥ j0, such that am
j ∈ A0

and
∞∑

m=1

2−mq(θ−2−j)J(2m, am
j )q ≤ (1 + ε)‖aj |Aθ−2−j ,q‖q, (3.2.4)
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see the definition of the J-method.
Let cj be the constant in the triangle inequality of Aj (j = 0, 1). We put c =

max(c0, c1) and let r be defined by (2c)r = 2. We can assume that c is large, so that
r < q. Let s be the number with 1

q + 1
s = 1

r . Now we use Hölder’s inequality to get

( ∞∑
j=j0

J(2m, am
j )r

) 1
r

≤
( ∞∑

j=j0

2−mq(θ−2−j)−jαqJ(2m, am
j )q

) 1
q
( ∞∑

j=j0

2ms(θ−2−j)+jαs

) 1
s

∼ 2mθmα

( ∞∑
j=j0

2−mq(θ−2−j)−jαqJ(2m, am
j )q

) 1
q

,

(3.2.5)

where the last equivalence follows from Lemma 3.1.1 (i).
The last sum in (3.2.5) is finite due to the choice of the am

j , see (3.2.3) and (3.2.4).

Since J(2m, ·) is a c-norm, it follows from (3.2.5) and Lemma 1.2.2 that am :=
∞∑

j=j0

am
j

is convergent in A0 and

J(2m, am) ≤
( ∞∑

j=j0

J(2m, am
j )r

) 1
r

≤ C2mθmα

( ∞∑
j=j0

2−mq(θ−2−j)−jαqJ(2m, am
j )q

) 1
q

.

Therefore we have a =
∞∑

m=1
am with

‖a|Aθ,α,q‖q ≤
∞∑

m=1

2−mθq(1 + log 2m)−αqJ(2m, am)q

∼
∞∑

m=1

2−mθqm−αqJ(2m, am)q

≤ Cq
∞∑

j=j0

2−jαq
∞∑

m=1

2−mq(θ−2−j)J(2m, am
j )q

≤ Cq(1 + ε)
∞∑

j=j0

2−jαq‖aj |Aθ−2−j ,q‖q

≤ Cq(1 + ε)2‖a|ΣαAθ,q‖q.

To prove the converse embedding we take a ∈ Aθ,α,q and choose a representation
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a =
∞∑

m=1
am with am ∈ A0 such that

∞∑
m=1

2−mθq(1 + log 2m)−αqJ(2m, am)q < ∞. If

we put

aj =
2j−j0+1−1∑
m=2j−j0

am

for j ≥ j0, then we get aj ∈ Aθ−2−j ,q and a =
∞∑

j=j0

aj .

Now

‖a|ΣαAθ,q‖q ≤
∞∑

j=j0

2−jαq‖aj |Aθ−2−j ,q‖q

≤
∞∑

j=j0

2−jαq
2j−j0+1−1∑
m=2j−j0

2−mq(θ−2−j)J(2m, am)q

∼
∞∑

m=1

2−mqθm−αqJ(2m, am)q.

Now, taking the infimum over all admitted representations we see that Aθ,α,q ↪→
ΣαAθ,q.

(ii) The argumentation is analogous to (i). Let a ∈ ΣαN Aθ,α1,...,αN−1,q. For ε > 0

we can choose a representation a =
∞∑

j=j0

aj with aj ∈ Aθ,α1,...,αN−2,αN−1−2−j ,q such

that

∞∑
j=1

2−jαN q‖aj |Aθ,α1,...,αN−2,αN−1−2−j ,q‖q ≤ (1 + ε)‖a|ΣαN Aθ,α1,...,αN−1,q‖q.

Now we decompose aj =
∞∑

m=1
am

j , j ≥ j0, such that am
j ∈ A0 and

∞∑
m=1

2−mθq l1(2m)−α1q · · · lN−2(2m)−αN−2q lN−1(2m)−(αN−1−2−j)qJ(2m, am
j )q

≤ (1 + ε)‖aj |Aθ,α1,...,αN−2,αN−1−2−j ,q‖q.

We define r and s as in the proof of (i). We proceed as in (i), using Lemma 3.1.1 (ii)
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to get that am :=
∞∑

j=j0

am
j is convergent and a =

∞∑
m=1

am. Then

‖a|Aθ,α1,...,αN ,q‖q

≤
∞∑

m=1

2−mθql1(2m)−α1q · · · lN (2m)−αN qJ(2m, am)q

≤ C
∞∑

j=j0

2−jαN q
∞∑

m=1

2−mθql1(2m)−α1q · · · lN−1(2m)−(αN−1−2−j)q J(2m, am
j )q

≤ C(1 + ε)
∞∑

j=j0

2−jαN q ‖aj |Aθ,α1,...,αN−1−2−j ,q‖q

≤ C(1 + ε)2 ‖a|ΣαN Aθ,α1,...,αN−1,q‖q.

Conversely, let a ∈ Aθ,α1,...,αN ,q and choose a representation a =
∞∑

m=1
am with

am ∈ A0 such that
∞∑

m=1
2−mθq l1(2m)−α1q . . . , lN (2m)−αN qJ(2m, am)q < ∞. To adapt

the proof of (i) to the case of (ii), we define πN (t) for every N ∈ N and t ≥ 0 by

π1(t) = t, π2(t) = 2t, . . . , πN (t) = 2πN−1(t).

Note, that πN

(
lN (2t)

)
∼ t for all N ∈ N. Now, we put

aj =
πN+1(j−j0+1)−πN+1(0)∑

m=πN+1(j−j0)−πN+1(0)+1

am

for j ≥ j0. Then we get aj ∈ Aθ,α1,...,αN−1−2−j ,q and a =
∞∑

j=j0

aj . Then,

‖a|ΣαN Aθ,α1,...,αN−1,q‖q

≤
∞∑

j=j0

2−jαN q‖aj |Aθ,α1,...,αN−1−2−j ,q‖q

≤
∞∑

j=j0

2−jαN q
∑

m as above

2−mθq l1(2m)−α1q · · · lN−1(2m)−αN−1−2−jq J(2m, am)q

∼
∞∑

m=1

2−mqθ l1(2m)−α1q · · · lN (2m)−αN q J(2m, am)q.
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To change the order of the summation, we have to replace 2j by lN (2m). Then
lN−1(2m)−2−jq 2−jαN q ∼ c lN (2m)−αN q, which is what we used in the above calcu-
lation. Now, by taking the infimum over all admitted representations, the result
follows.

Definition 3.2.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q ≤ ∞, θ ∈ (0, 1), and j0 ∈ N such that θ − 2−j ∈ (0, 1) for all
j ≥ j0. Let N ∈ N, and ᾱ = (α1, . . . , αN ) with αi ≤ 0 for all i = 1, . . . , N .

We define ΣᾱAθ,q to be the space consisting of all a ∈ A1 with
∞∑

j=j0

aj and aj ∈

Aθ−2−j ,q such that

( ∞∑
j=j0

λᾱ

(
22j)−q ‖aj |Aθ−2−j ,q‖q

) 1
q

< ∞.

We put

‖a|ΣᾱAθ,q‖ := inf
( ∞∑

j=j0

λᾱ

(
22j)−q ‖aj |Aθ−2−j ,q‖q

) 1
q

.

Theorem 3.2.2. Let (A0, A1) be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let q, θ, N , and ᾱ as in the above definition. Then

ΣᾱAθ,q = Aθ,ᾱ,q.

Proof. We prove the theorem by induction. For N = 1 the assertion is true, as
we proved in Theorem 3.2.1 (i). Assume that the assertion holds for N ∈ N
and let αN+1 > 0. The proof is similar to the proof of Theorem 3.2.1. Let
a ∈ Aθ,α1,...,αN+1,q = ΣαN+1Aθ,α1,...,αN ,q and ε > 0. We choose a representation

a =
∞∑

k=1

ak such that

∞∑
k=1

2−kαN+1q ‖ak|Aθ,α1,...,αN−2−k,q‖q ≤ (1 + ε) ‖a|ΣαN+1Aθ,α1,...,αN ,q‖q.
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Now, for every k, we choose a representation ak =
∞∑

j=j0

aj
k such that

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q ‖aj
k|Aθ−2−j ,q‖q

≤ (1 + ε) ‖ak|Aθ,α1,...,αN−2−k,q‖q

≤ c(1 + ε) ‖ak|Σ(α1,...,αN−2−k)Aθ,q‖q,

where we used the induction hypothesis. Now, as in the proof of Theorem 3.2.1, let c

denote the constant in the quasi-triangle inequality such that r, defined by (2c)r = 2,
is smaller than q. Define s > 0 by 1

q + 1
s = 1

r . Then, by Hölder’s Inequality,

( ∞∑
k=1

‖aj
k|Aθ−2−j ,q‖r

) 1
r

≤
( ∞∑

k=1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q 2−kαN+1q ‖aj
k|Aθ−2−j ,q‖q

) 1
q

·

( ∞∑
k=1

2jα1s l1(2j)α2s · · · lN−1(2j)(αN−2−k)s 2kαN+1s

) 1
s

≤ c 2jα1 l1(2j)α2 · · · lN (2j)αN+1 ·( ∞∑
k=1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q 2−kαN+1q ‖aj
k|Aθ−2−j ,q‖q

) 1
q

,

where we applied Lemma 3.1.1 (ii). Now put aj :=
∞∑

k=1

aj
k. Then

‖aj |Aθ−2−j ,q‖

≤
( ∞∑

k=1

‖aj
k|Aθ−2−j ,q‖r

) 1
r

≤ c2jα1 l1(2j)α2 · · · lN (2j)αN+1 ·( ∞∑
k=1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q 2−kαN+1q ‖aj
k|Aθ−2−j ,q‖q

) 1
q

.
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It follows that a =
∞∑

j=j0

aj and

‖a|Σ(α1,...,αN+1)Aθ,q‖q

≤
∞∑

j=j0

2−jα1q l1(2j)−α2q · · · lN (2j)−αN+1q ‖aj |Aθ−2−j ,q‖q

≤ c

∞∑
j=j0

∞∑
k=1

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q 2−kαN+1q ‖aj
k|Aθ−2−j ,q‖q

≤ c(1 + ε)
∞∑

k=1

2−kαN+1q ‖ak|Σ(α1,...,αN−2−k)Aθ,q‖q

≤ c(1 + ε)2 ‖a|ΣαN+1Aθ,α1,...,αN ,q‖q

≤ c ‖a|Aθ,α1,...,αN+1,q‖q.

Now, we prove the converse inequality. Let a ∈ Σ(α1,...,αN+1)Aθ,q. Let a =
∞∑

j=j0

aj be

a decomposition such that

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN (2j)−αN+1q ‖aj |Aθ−2−j ,q‖q < ∞.

We use πN from the proof of Theorem 3.2.1 (ii) and put

ak =
πN+1(k)−πN+1(0)+j0−1∑

j=πN+1(k−1)−πN+1(0)+j0

aj .

Then,

‖a|Aθ,α1,...,αN+1,q‖q

≤ c‖a|ΣαN+1Aθ,α1,...,αN ,q‖q

≤ c
∞∑

k=1

2−kαN+1q‖ak|Σ(α1,...,αN−2−k)Aθ,q‖q

≤ c
∞∑

k=1

2−kαN+1q
∑

j as above

2−jα1q l1(2j)−α2q · · · lN−1(2j)−(αN−2−k)q ‖aj |Aθ−2−j ,q‖q

= c
∞∑

j=j0

2−jα1q l1(2j)−α2q · · · lN (2j)−αN+1q ‖aj |Aθ−2−j ,q‖q,
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where we used 2−kαN+1q lN−1(2j)2
−kq ∼ c lN (2j)−αN+1q, when changing the sum-

mation order by putting 2k = lN (2j). Now, take the infimum and the proof is
complete.

The next theorem is the Σ-counterpart of Theorem 3.1.3. It is a generalization of
[4, Th. 2.4].

Theorem 3.2.3. Let A0 and A1 be a compatible couple of quasi-Banach spaces with
A0 ↪→ A1. Let 0 < q < ∞, 0 < θ < 1, r > 0, and let j0 = j0(θ) ∈ N such that, for
all j ≥ j0, we have θ − 2−j ∈ (0, 1). Let N ∈ N and ᾱ = (α1, . . . , αN ) with αi ≤ 0
for all i = 1, . . . , N . Put 1

uj
= 1

q −
1

r2j . Then the space ΣᾱAθ,q consists of all a ∈ A1

that have a representation a =
∞∑

j=j0

aj (convergence in A1) such that

∞∑
j=j0

λᾱ

(
22j)−q ‖aj |Aθ−2−j ,uj

‖q < ∞.

The infimum of this expression, taken over all admissible representations, is an equiv-
alent norm in ΣᾱAθ,q.

Proof. Let a ∈ ΣᾱAθ,q with a =
∞∑

j=j0

aj , aj ∈ Aθ−2−j ,q, such that

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖aj |Aθ−2−j ,q‖q < ∞.

Because q < uj , we have ‖aj |Aθ−2−j ,uj
‖ ≤ ‖aj |Aθ−2−j ,q‖. So, aj ∈ Aθ−2−j ,uj

and

∞∑
j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖aj |Aθ−2−j ,uj
‖q < ∞.
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Now we prove the converse inequality. For j ≥ j0 and aj ∈ Aθ−2−j ,uj
holds

‖aj |Aθ−2−j−1,q‖ =
( ∞∑

m=1

2−m(θ−2−j−1)q K(2m, aj)q

) 1
q

≤
( ∞∑

m=1

2−m(θ−2−j)uj K(2m, aj)uj

) 1
uj

( ∞∑
m=1

2m(2−j−1−2−j)r2j

) 1

r2j

= ‖aj |Aθ−2−j ,uj
‖
( ∞∑

m=1

2−
1
2
mr

) 1

r2j

≤ c ‖aj |Aθ−2−j ,uj
‖.

As in Theorem 3.1.3, this implies

‖a|ΣᾱAθ,q‖ ≤ C inf
∞∑

j=j0

2−jα1q l1(2j)−α2q · · · lN−1(2j)−αN q ‖aj |Aθ−2−j ,uj
‖q.

3.3 Variations

We now want to examine some variations of the methods used above. To be precise,
we will take a pair (A0, A1) that is not necessarily ordered and do the approach to
the parameter from the other side. We do not get the same results, but we can
characterize the outcoming extrapolation spaces. We mix ideas from [4] and [18].
The latter paper deals with a more general setting. To avoid confusion please note
that we do not use the same notation as in [18], see Remark 3.3.1 below.

In this section, we will only give a description of the ∆ method. Analogous results
can be proved for the Σ method, see [18].

Definition 3.3.1. Let (A0, A1) be a compatible pair of quasi-Banach spaces. Let
0 < q ≤ ∞, θ ∈ (0, 1), and α > 0.

(i) Let j0 ∈ N such that θ + 2−j0 ∈ (0, 1). We define ∆α
j0

Aθ+,q to be the space of

all a ∈
∞⋂

j=j0

Aθ+2−j ,q with

‖a|∆α
j0Aθ+,q‖ =

( ∞∑
j=j0

2−jαq‖a|Aθ+2−j ,q‖q

) 1
q

< ∞.
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(ii) Analogously, for j0 ∈ N with θ− 2−j0 ∈ (0, 1), we let ∆α
j0

Aθ−,q be the space of

all a ∈
∞⋂

j=j0

Aθ−2−j ,q with

‖a|∆α
j0Aθ−,q‖ =

( ∞∑
j=j0

2−jαq‖a|Aθ−2−j ,q‖q

) 1
q

< ∞.

Remark 3.3.1. Our ∆-methods are special cases of the δ(q)-methods in [18], more
precisely,

∆α
j0Aθ+,q = δ

(q)−
θ,β (M(η)Aη,q),

where η = θ + 2−j , β = θ + 2−j0 , and M(η) = (η − θ)α and

∆α
j0Aθ−,q = δ

(q)+
β,θ (M(η)Aη,q),

where η = θ − 2−j , β = θ − 2−j0 , and M(η) = (θ − η)α .

The following lemma contains an elementary calculation which we will need in the
proof of the next theorem.

Lemma 3.3.1. Let α > 0 and 0 < q ≤ ∞. Then

∞∑
j=j0

2−jαq+t2−jq ∼ 2tq2−j0 (3.3.1)

for t ∈ (1,∞).

Proof. The proof is taken from [18, pp.82-83]. It holds

2−j0αq2tq2−j0 ≤
∞∑

j=j0

2−jαq+t2−jq

= 2−j0αq
∞∑

k=0

2−kαq+tq2−k2−j0

= 2−j0αq+tq2−j0

∞∑
k=0

2−kαq+tq2−j0 (2−k−1)

≤ 2−j0αq2tq2−j0

∞∑
k=0

2−kαq

≤ c2tq2−j0
,
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where c does not depend on t.

Theorem 3.3.1. Let (A0, A1) be a compatible couple of quasi-Banach spaces. Let
0 < q ≤ ∞, θ ∈ (0, 1),and α > 0.

(i) Let j0 ∈ N such that θ + 2−j0 ∈ (0, 1). Then

∆α
j0Aθ+,q = Aθ+2−j0 ,q ∩Aθ,α,q.

(ii) For j0 ∈ N with θ − 2−j0 ∈ (0, 1), we have

∆α
j0Aθ−,q = Aθ−2−j0 ,q ∩Aθ,α,q.

Proof. With the help of Lemma 3.3.1, the proof follows exactly the proof of Theorem
3.1.1 (i).

If we now additionally assume that A0 ↪→ A1, then we get the following result (see
Theorem 3.1.1 and Remark 3.1.1).

Corollary 3.3.1. Let (A0, A1) with A0 ↪→ A1. Then,

∆α
j0Aθ+,q = Aθ,α,q

and
∆α

j0Aθ−,q = Aθ−2−j0 ,q.

3.4 Applications to concrete function spaces

In this section we want to apply the above extrapolation results to generalized
Lorentz-Zygmund spaces. We extend the assertions from [4, pp. 74-79].

At first, we characterize spaces where q = p. For that we apply Theorems 3.1.3 and
3.2.3 to get a characterization by Lebesgue spaces. Secondly, we treat the general
case, where the characterization is made with Lorentz spaces.

Corollary 3.4.1. Let Ω ⊆ Rn with finite Lebesgue measure. Let 0 < p < ∞ and
let j0 = j0(p) ∈ N such that, for all j ≥ j0, we have 1

pλj
:= 1

p −
1

n2j > 0. Put
1

pσj := 1
p + 1

n2j .
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(i) Let ᾱ = (α1, . . . , αN ) with αi ≤ 0, i = 1, . . . , N . Then

‖f |Lp,ᾱ(Ω)‖ ∼
( ∞∑

j=j0

λᾱ

(
22j)p ‖f |Lpσj (Ω)‖p

)1/p

.

(ii) Let ᾱ = (α1, . . . , αN ) with αi ≥ 0, i = 1, . . . , N . Then Lp,ᾱ(Ω) consists of all
measurable functions f on Ω which can be represented as

f =
∞∑

j=j0

fj

where fj ∈ L
pλj (Ω) such that

( ∞∑
j=j0

λᾱ

(
22j)p ‖f |L

pλj (Ω)‖p

)1/p

< ∞.

The infimum of the last expression taken over all admissible representations is
an equivalent quasi-norm in Lp,ᾱ(Ω).

Proof. Let 0 < r < p and let θ = r
p . Because |Ω| < ∞, we have L∞(Ω) ↪→ Lr(Ω).

Applying Corollary 2.5.3 gives

(L∞(Ω), Lr(Ω))θ,−ᾱ,p = Lp,ᾱ(Ω).

With 1

p
σj
∗

:= 1
p + 1

r2j and 1

p
λj
∗

:= 1
p −

1
r2j it holds

(L∞(Ω), Lr(Ω))
θ+2−j ,p

σj
∗

= L
p

σj
∗

(Ω)

and
(L∞(Ω), Lr(Ω))

θ−2−j ,p
λj
∗

= L
p

λj
∗

(Ω).

If αi ≤ 0 for all i, we apply Theorems 3.1.2 and 3.1.3 and get

‖f |Lp,ᾱ(Ω)‖ ∼
( ∞∑

j=j0

λᾱ

(
22j)p ‖f |L

p
σj
∗

(Ω)‖p

)1/p

.

We may assume that r is smaller that n, which implies p
σj
∗ < pσj and, consequently,

‖f |L
p

σj
∗

(Ω)‖ ≤ ‖f |Lpσj (Ω)‖. Then we choose j1 ≥ j0 sufficiently large such that
r2j+j1 > n2j . That means p

σj+j1
∗ > pσj and we get ‖f |Lpσj (Ω)‖ ≤ ‖f |L

p
σj+j1
∗

(Ω)‖.
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Now, (i) follows.
If αi ≥ 0, it follows from Theorems 3.2.2 and 3.2.3 that Lp,ᾱ(Ω) consists of all f

with a representation f =
∞∑

j=j0

fj where fj ∈ L
p

λj
∗

(Ω) such that

( ∞∑
j=j0

λᾱ

(
22j)p ‖f |L

p
λj
∗

(Ω)‖p

)1/p

< ∞.

As in the situation of (i), we can show that, if we replace p
λj
∗ by pλj , the quasi-norms

are equivalent.

Example 3.4.1. (i) We consider N = 1 and let ᾱ = (α). Then we have λᾱ

(
22j) ∼

2jα and, if α < 0,

‖f |Lp(log L)α(Ω)‖ ∼
( ∞∑

j=j0

2jαp ‖f |Lpσj (Ω)‖p

)1/p

.

If α < 0 we get an analogous result from the second part of Corollary 3.4.1. This is
the result from [4, pp. 74,75].

(ii) Next, we consider N = 2 and let ᾱ = (0, α) with α < 0 . Then λᾱ

(
22j) ∼ jα.

It follows

‖f |Lp,0,α(Ω)‖ ∼
( ∞∑

j=j0

jαp ‖f |Lpσj (Ω)‖p

)1/p

.

An analogous result holds for α > 0.

Corollary 3.4.2. Let Ω ⊆ Rn with finite Lebesgue measure. Let 0 < p < ∞, 0 <

q ≤ ∞, and let j0 = j0(p) ∈ N such that, for all j ≥ j0, we have
1

pνj
:= 1

p − 2−j > 0.

Put
1

pµj
:= 1

p + 2−j.

(i) Let ᾱ = (α1, . . . , αN ) with αi ≤ 0, i = 1, . . . , N . Then

‖f |Lp,ᾱ,q(Ω)‖ ∼
( ∞∑

j=j0

λᾱ

(
22j)q ‖f |Lpµj ,q(Ω)‖q

)1/q

.

(ii) Let ᾱ = (α1, . . . , αN ) with αi ≥ 0, i = 1, . . . , N . Then Lp,ᾱ,q(Ω) consists of

all measurable functions f on Ω that can be represented as f =
∞∑

j=j0

fj where
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fj ∈ Lpνj ,q(Ω) such that

( ∞∑
j=j0

λᾱ

(
22j)q ‖f |Lpνj ,q(Ω)‖q

)1/q

< ∞.

The infimum of the last expression taken over all admissible representations is
a equivalent quasi-norm in Lp,ᾱ,q(Ω).

Proof. Take 0 < r < min(1, p, q) and let θ = r
p . Applying Corollary 2.5.3, we get

(
L∞(Ω), Lr(Ω)

)
θ,−ᾱ,q

= Lp,ᾱ,q(Ω).

Put
1

pηj
= 1

p + 1
r2j and

1
pτj

= 1
p −

1
r2j . Then

(
L∞(Ω), Lr(Ω)

)
θ+2−j ,q

= Lpηj ,q(Ω)

and (
L∞(Ω), Lr(Ω)

)
θ−2−j ,q

= Lpτj ,q(Ω).

Because
1

pηj
− 1

pµj
=

1− r

r2j
tends to zero as j →∞, it holds

‖f |Lpηj ,q(Ω)‖ =
(∫ |Ω|

0

[
t

1

p
ηj f∗(t)

]q dt

t

) 1
q

≤ sup
0<t<|Ω|

{
t

1−r

r2j
}(∫ |Ω|

0

[
t

1

p
µj f∗(t)

]q dt

t

) 1
q

≤ |Ω|
1−r

r2j ‖f |Lpµj ,q(Ω)‖

≤ M‖f |Lpµj ,q(Ω)‖.

Analogously, we get ‖f |Lpνj ,q(Ω)‖ ≤ M‖f |Lpτj ,q(Ω)‖.
Let j1 > j0 with 1 < r2j1 . Then, we have

1
pµj

+
1

pηj1+j
=

1
pτj1+j

− 1
pνj

=
r2j1 − 1
r2j1+j

→ 0 (j →∞).

So, similarly as above, we can prove

‖f |Lpµj ,q(Ω)‖ ≤ M1‖f |Lp
ηj1+j ,q(Ω)‖

and
‖f |Lp

τj1+j ,q(Ω)‖ ≤ M1‖f |Lpνj ,q(Ω)‖.

75



Now, we apply Theorem 3.1.2 (in the case ᾱ ≤ 0) and Theorem 3.2.2 (in the case
ᾱ ≥ 0) to the couple

(
L∞(Ω), Lr(Ω)

)
. This gives us a characterization with spaces

Lpηj ,q(Ω) (in the case ᾱ ≤ 0) and Lpτj ,q(Ω) (in the case ᾱ ≥ 0). As in the proof of
Corollary 3.4.1 the result follows with the help of the above estimates.

Example 3.4.2. (i) Let N = 1 and ᾱ = (α). If α < 0 we get

‖f |Lp,q(log L)α(Ω)‖ ∼
( ∞∑

j=j0

2jαq ‖f |Lpµj ,q(Ω)‖q

)1/q

.

This is the result from [4, pp. 77].
(ii) Let N = 2 and ᾱ = (0, α) with α < 0 . Then it follows

‖f |Lp,0,α,q(Ω)‖ ∼
( ∞∑

j=j0

jαq ‖f |Lpµj ,q(Ω)‖q

)1/q

.
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